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Executive Summary  
We focus on a class of multi-criteria methods that are commonly used in environmental 
decision-making—those that employ the weighted linear average algorithm (and this includes 
the popular Analytic Hierarchy Process (AHP)). While we do not doubt the potential benefits 
of using formal decision methods of this type, we draw attention to the consequences of not 
using them well. In particular, we highlight a property of these methods that should not be 
overlooked when they are applied in environmental and wider decision-making contexts: the 
final decision or ranking of options is dependent on the choice of performance scoring scales 
for the criteria when the criteria weights are held constant. We compare this “sensitivity” to a 
well-known criticism of the AHP, and we go on to describe the more general lesson when it 
comes to using weighted linear average methods—a lesson concerning the relationship 
between criteria weights and performance scoring scales. IIt is possible to change the final 
ranking of options by recalibrating the scoring scales for the criteria. This arbitrariness is not 
a feature or a fault of the formal model. It is a misuse of the weighted average decision 
method. To address the issue, decision-makers should ensure that the weights for numerical 
criteria reflect the relative importance of the criteria, depending on the way in which the 
performance-scoring scales for the criteria are calibrated. 
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Introduction  
 

Multi-criteria decision analysis (MCDA) has been recognised as an important tool in 
environmental decision-making for formalising and addressing the problem of competing 
decision objectives (Janssen 1992, Lahdelma et al. 2000, Linkov et al. 2006, Regan et al. 
2007, Yatsalo et al. 2007). In general, the overall goal is to determine a preference ordering 
among a number of available options {O1…On}. In a reserve design problem, for instance, the 
options are the different combinations of land parcels to be nominated as reserves (see, e.g., 
Rothley 1999, Moffett and Sarkar 2006). The decision-maker’s preferences over options 
depend on how well they perform according to a number of objectives or “criteria” {C1…CM} 
that have been identified by relevant stakeholders to be the (only) issues on which a decision 
between options should be made. The criteria that are relevant to reserve design, for 
example, might include ecological objectives such as protecting biodiversity or maintaining 
intact landscapes, as well as other social prerogatives like recreation opportunities and cost 
to the community. Initially, the options are assessed according to each criterion separately. In 
other words, for each criterion Cj the decision-maker must provide a “score” for each option 
{O1…ON}, whether in cardinal or ordinal terms. Multi-criteria methods are then employed to 
combine the criteria scores obtained for each option into an overall preference ranking or 
choice of option. There are many suggested methods for performing this aggregation, each 
with its own informational requirements and mathematical properties (for a detailed survey of 
major multi-criteria methods, see Figueira et al. 2005; for a briefer survey, see Moffett and 
Sarkar 2006). 
 
Here, we focus on a special class of MCDA methods that depend on cardinal rankings of 
options for each criterion, and also cardinal weightings for the criteria. We chose these 
methods because they have been employed widely in environmental and other decision-
making contexts. Our chief concern is to highlight the impact that scoring scales and other 
assumptions in the process have on decision outcomes, and to suggest some resolutions for 
the identified problems. Importantly, the idea is not to criticise any particular multi-criteria 
methods out of hand, but rather to indicate how they must be approached if the final 
decisions are to be meaningful.  
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Methodology  
 

MCDA methods vary with respect to the core decision rules that they implement in evaluating 
options in terms of the criteria (for a broad taxonomy of MCDA methods, see Keeney and 
Raiffa 1993, chap. 3). This paper focuses on cardinal multi-criteria methods that permit 
“trade-offs” between criteria. A prominent kind of cardinal method is the weighted linear 
average—it is usually specified in terms of normalised weightings for each criterion, as well 
as normalised scores for all options relative to each of the criteria. The final utility U for each 
option Oi is then calculated as follows1: 
 

  U(Oi) =  )()( ki

M

k
k CwOZ ×∑

=1

 
where Zk(Oi) is the normalised score  of option Oi under criterion Ck 
and w(Ck) is the normalised weighting for criterion Ck 

 
There are various methods and accompanying software packages based on the weighted 
linear average algorithm. These methods have the same underlying logic, but they differ in 
how they elicit and then calculate the weighting function w, and how they determine the 
scoring function Zk for each criterion Ck.  
 
Determining criteria weights 
One very popular method, Saaty’s (1980) Analytic Hierarchy Process (AHP), determines the 
criteria weights indirectly based on scores of relative importance for each in pair-wise 
comparisons.2 The comparison ratings are on a scale of 1 to 9, resulting in a ratio of 
importance for each pair with the maximum difference that one criterion is 9 times more 
important than another. A matrix of pair-wise comparisons is determined in this way (where 
Ci / Cj is just shorthand for the relative importance of Ci to Cj): 
 
Table 1. A matrix of pair-wise comparisons of criteria for the AHP process. 

 
 C1 C2 … CM 

C1 C1 / C1 C1 / C2 … C1 / CM 

C2 C2 / C1 C2 / C2 … C2 / CM 

… … … … … 

CM CM / C1 CM / C1 … CM / CM 

 

In the AHP, the final weightings for the criteria are the normalised values of the eigenvector 
that is associated with the maximum eigenvalue for this matrix. Saaty (1980) suggests that 
this procedure is the best way to minimise the impact of inconsistencies in the ratios.  
 
                                                      
1 The dominant methods use a weighted linear average to determine the overall utility for options (i.e. 
they are additive), but there are potential alternative algorithms that also employ cardinal weights and 
utilities, such as the weighted geometric average. 
2 Many environmental decision-making studies make use of the AHP, including Anselin et al. (1989), 
Duke and Aull-Hyde (2002), Herath (2004), Li et al. (1999), Mardle et al. (2004), Mawapanga and 
Debertin (1996), Qureshi and Harrison (2001), Sadiq et al. (2003), Schmoldt et al. (1994) and Villa et 
al. (2001). 
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There will be many different procedures for determining a set of positive weights that add to 
one. For instance, with reference to the above procedure, we might allow ratio comparisons 
of the importance of criteria to range between 1 and, say, 100, rather than 1 and 9.3 Or else, 
we might disagree with the weights being determined by a normalised eigenvector. An 
alternative is to simply add the scores for each row in the matrix (i.e. add the scores for each 
criterion) and then normalise these sums in the same way that the eigenvector entries are 
normalised. Indeed, one might depart from the AHP altogether; the decision-maker could, for 
example, directly assign numerical weights to criteria, as opposed to entertaining a series of 
pair-wise comparisons. Angelidis and Kamizoulis (2005) and Redpath et al. (2004) assign 
weights directly like this in their respective environmental decision-making applications. In 
general, we simply want the criteria weights to be meaningful in the sense that they properly 
reflect the decision-maker’s attitudes/choice dispositions. This turns out to be more difficult 
than it looks. In later sections we indicate why some straightforward and seemingly 
innocuous ways in which criteria weights are elicited yield decisions with an element of 
arbitrariness.  
 
Scoring the options 
There is a general agreement that, if final utilities for options are to be calculated as a 
weighted linear average, then for each criterion, options should be scored on a 0–1 scale, 
where 0 is the worst-case outcome and 1 is the best-case outcome. For instance, consider a 
decision problem for which there are only two relevant criteria against which options are 
rated—cost and ecosystem functioning. Clearly it would not do to have cost measured on a 
very large scale and ecosystem functioning measured on a 0–1 scale, as in the example 
depicted in Table 2 below: 
 
Table 2. Example scaling of costs for two options 

 
 Cost  

(weight = 0.5) 
Ecosystem functioning 
(weight = 0.5) 

Overall performance 

Option 1 -10,000 0.2 -10,000×0.5 + 0.2×0.5 
= -4,999.9 

Option 2 -15,000 0.9 -15,000×0.5 + 0.9×0.5 
= -7,499.55 

 

The costing scale is so large in the above example that this criterion “swamps” the 
ecosystem functioning criterion, even though the two supposedly have the same importance 
because they have been attributed equal weights. If costing were scaled back to a 0–1 scale 
then this would better reflect the relative importance of the two criteria.  
 
We divide methods of normalisation into two categories. The first, relative normalisation, 
adjusts the scores for the options such that they sum to 1. The second, absolute 
normalisation, scales the scores such that each falls between 0 and 1, but the scores for the 
different options need not sum to one. To illustrate the distinction, consider a case in which 
we are trying to determine the performance of a number of potential water reservoirs 
according to the criterion of whether they can hold sufficient water. Assume that the demand 
for water is x L/day. The first approach recommends that the performance of the reservoirs 
sum to 1. Perhaps the capacity of each reservoir is divided by the total capacity of all the 
potential reservoirs to get its score. The second approach does not have this adding-to-one 

 
                                                      
3 Note, however, that Saaty (1980) gives psychometric reasons for using a 1–9 scale, as opposed to a 
more fine-grained/course-grained scale for assessing the relative importance of criteria. 
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requirement. It might be the case that two reservoirs have a capacity that is greater than or 
equal to the demand of x L/day, and so they should both be attributed a score of 1.  
 
AHP users have typically employed relative, rather than absolute normalisation (see Anselin 
et al. 1989, Herath 2004, Li et al. 1999, Mardle et al. 2004, Mawapanga and Debertin 1996 
and Sadiq et al. 2003). In fact, the traditional AHP recommends that scores for options 
relative to each criterion be determined in exactly the same way that criteria weights are 
determined (Saaty 1980). Of course, there are other examples of relative normalisation that 
do not involve matrix eigenvectors (such as in the reservoir example above). There are a 
number of multi-criteria applications in environmental decision-making which incorporate 
scales that conform to absolute normalisation, i.e. normalisation with respect to a given 
minimum and maximum value. Examples can be found in Angelidis and Kamizoulis 2005, 
Ausseil et al. 2007, Janssen et al. (2005), Qureshi and Harrison (2001), Bojórquez-Tapia et 
al. (2004) and Redpath et al. (2004). 
 
There are some good reasons for preferring absolute normalisation—to relative 
normalisation. Performance scores do not play the same role as weights in the weighted 
linear average function, and there is no good reason for requiring that they sum to one for 
any criterion across the different options. Moreover, it is surely more efficient not to have to 
rescale the criteria whenever there is a change in the option set, as is the case for relative 
normalisation.4 We note that some methods of absolute normalisation depend on the nature 
of the option set because they assign minimum (0) and maximum (1) values according to the 
worst and best performing options available. At least in this case, however, changes to the 
option set do not necessarily require changes in the performance-score scaling. It is only 
when changes to the option set result in new worst or best performance levels for any of the 
criteria that utility scales for those criteria must be recalibrated.  
 
 

 
                                                      
4 Note also that rescaling the criteria can lead to changes in the final ranking of options, if the criteria 
weights are not also changed appropriately. We discuss this issue in more depth in the subsequent 
sections of the paper. 
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Variable scoring scales: what sensitivity analysis neglects 
 

Sensitivity analysis is a common practice conducted to test how changes in model 
parameters affect final outcomes (for a discussion of decision-analytic sensitivity analysis, 
see von Winterfeldt and Edwards 1986, chap. 11 or Janssen 1992, chap. 4). Many 
researchers test the sensitivity of a decision to the particular values of criteria weightings 
selected, (whether via the AHP or by some other method). This might be a rather informal 
procedure whereby the weights assigned by different groups in the populace are compared, 
as in Duke and Aull-Hyde (2002). Or it might be more formal: Choo et al. (1999) demonstrate 
that the way in which questions are posed to elicit criteria weights affects these weights and 
thus the ordering of options. Redpath et al. (2004) graph the differences in final scores for 
options, given the varying criteria weights that are assigned by different sectors of the 
community. Similarly, Janssen et al. (2005) initially assume that each of their decision criteria 
should be weighted equally, and then consider how the final results change if the weights are 
altered to reflect the various political positions. Some focussed more explicitly on the 
robustness of decisions based on particular sets of weights: Herath (2004) compared results 
for different interest groups in the community, and for each group, investigated how much 
change in the weights could be tolerated before the final ranking of options changed. Rothley 
(1999) also considers the sensitivity of a particular decision to perturbations in the proposed 
criteria weights.5  
 
While the dependence of decisions on criteria weights has received a lot of attention, what 
might be overlooked by decision-makers is the sensitivity of final rankings of options to the 
choice of scale for indicators of criteria performance when weights are held constant.  
Consider a specific hypothetical example where the decision is how much energy to produce 
via wind turbines (Table 3). For simplicity, we assume there are only two relevant aspects of 
wind energy: it reduces CO2 emissions to the atmosphere (replacing fossil fuels), while it may 
cause bird mortality (birds hit the turbines). Table 3 provides a summary of these criteria. We 
also assume that both indicators have a linear relationship with respect to the performance 
score for the criteria.6  
 
Table 3. A summary of criteria relevant to wind energy 

 
Value/Criterion  

relationship 
Indicator  

relationship 
Measurable 

reducing CO2 
emissions  

Linear (by 
assumption) 

Total reduction in 
annual CO2 
emissions  

? D = annual CO2 
emissions for 
wind farm of size 
S 

bird mortality Linear (by 
assumption) 

Total # of killed 
birds 

? N = number of 
birds killed 
annually by a 
wind farm of size 
S 

 
                                                      
5 There are many other applications of MCDA in the literature that incorporate sensitivity analysis, 
particularly with respect to criteria weights.  
6 In fact, throughout the paper, we discuss variability in scaling in terms of how the endpoints (the 
minimum and maximum performance-score values) are assigned. The shape of a criterion’s scoring 
curve relative to the relevant indicator can also vary; it need not be linear. We set that complication 
aside, however. 
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Even if we have decided that the scale for the performance indicators for each criterion is 
linear, there remain many ways to set the scale, depending on how we want to fix the 0 and 
1 extreme points. In Table 4 below, we suggest two different rationales for fixing the 0 and 1 
levels (both examples of absolute normalisation). For future reference, we refer to these as 
the “extreme scale” and the “target scale”. They are both plausible and natural ways to set 
the scale (and are certainly not the only ones). Essentially, the extreme scale assigns a 
broader set of values to the 0–1 range, as compared to the target scale. Table 4 also shows 
how “extreme” and “target” scaling might be settled for our particular decision problem. 
 
Table 4. An example of how “extreme” and “target” scaling might be settled for our particular decision 
problem 

 
Scaling Criterion Score = 0 Score = 1 Linear Relationship 
Extreme  Intolerable 

level 
Best that 
one cares 
about 

 

 reducing CO2 
emissions  

0% of CO2 
emissions 

100% of CO2 
emissions 

y = 0.01 × R 

 bird mortality 5000 birds 
annually 

0 birds y = -0.0002 × B + 1 

Target  Status quo 
level 

Target level  

 reducing CO2 
emissions  

5% of CO2 
emissions 

15% of CO2 
emissions 

y = 0.1 × R – 0.5 

 bird mortality 1000 birds 
annually  

0 birds y = -0.001 × B +1 

 
 
The final ranking of options in this example decision problem can be sensitive to the choice 
of the zero and one endpoints for scoring the criteria (i.e. sensitive to the performance 
scoring scales for the criteria), even when the weights for the criteria are held constant.  
Assume (i) there are only two viable options, O1 and O2, (ii) the options yield certain (as 
opposed to probabilistic) outcomes, (iii) the weights for the two criteria of reducing CO2 
emissions and bird mortality are equivalent, and (iv) the options have the characteristics 
described in Table 5.  
 
Table 5. Example options, consequences and their utilities 

 
Option Birds Reduction 

CO2 

Overall Utility 
(Extreme Scaling) 

Overall Utility 
(Target Scaling) 

O1 400 5% 0.5 × (0.92 + .05) = 
0.485 

0.5 × (0.6 + 0)  = 
0.3 

O2 1000 15% 0.5 × (0.8 + 0.15) = 
0.475 

0.5 × (0 + 1)  =  
0.5 
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The final ranking of options O1 and O2 depends on the precise way in which the indicators 
for the criteria are scaled (Table 5). When we use the “extreme scaling”, which essentially 
maps a wider interval of bird kill and reduced CO2 values to the 0–1 scales, O1 scores better 
than O2. When we apply the narrower “target scaling”, however, O2 comes out better than 
O1. (The two criteria are assigned equivalent weightings of 0.5 in both cases.)  
 
It is clear that the wider the scaling for an indicator, the less difference there is between the 
performance of options relative to that criterion and the less influence that criterion has on 
the final ranking of options. If, for example, the extreme bird kill had been taken to be 10,000 
birds, O1 would score 0.5×(0.96 + .05) = 0.505 and O2 would score 0.5×(0.9 + 0.15) = 0.525. 
This time O2 is favoured (as per the “target scaling”); the significance of the difference in bird 
kill between the two options has diminished in the calculation of overall utility although the 
weights are unchanged. The problem is that there are infinitely many ways to set the scales 
for the performance indicators for the different criteria. Thus not only is the final ranking of 
options sensitive to the choice of weightings, it is also sensitive to the choice of scales used 
to measure performance for the criteria.  
 
 

  
 

Australian Centre of Excellence for Risk Analysis Page 13 of 19 



Evaluation and development of formal consensus methods; Methods for adding robustness to multi-criteria decision analysis 

Interdependence of weights and utility scales 
 
One may propose to conduct sensitivity analysis both on criteria weights and on their choice 
of scales to measure performance for criteria. However, conducting more sensitivity analysis 
does not necessarily improve the quality of the decision solutions. The concern is rather that 
researchers appreciate and make explicit in their methodology the fact that criteria weights, 
taken on their own, are meaningless. It makes no sense to determine criteria weights 
independent of the scales used to score options against those criteria. This is the real lesson 
to be gained from recognising that the final ranking of options can be sensitive to changes in 
the performance scoring scales for criteria when weights are held constant. The point is just 
that weights and performance scales must be aligned: if we change the one, then we must 
also change the other if we want to properly represent the decision-maker’s preferences.  
 
Many environmental decisions are likely to involve criteria for which more than one set of 
indicator scales will seem very plausible and where values which could reasonably be 
chosen for zero and one end points lead to quite different ranges of scaling. If individual 
decision-makers are not attentive to the relationship between weights and scales, it is 
possible that they will assign weights to criteria with some vague idea of performance-scoring 
scales at the back of their mind, and yet couple these weights with entirely different scoring 
scales in their final decision model. In such cases the numbers used in the weighted average 
calculations will not be entirely meaningful and thus the final ranking of options will have an 
element of arbitrariness.7 The situation is exacerbated where multiple stakeholders are 
involved. When asked to weight criteria without specific indicator scales defined, different 
stakeholders are likely to have different indicator scoring scales in mind when they are 
considering the relative importance of the criteria. This would make any aggregation of these 
individual weights into group weights rather meaningless.  
 

Some multi-criteria methods, in particular, the AHP, serve to further entrench the problem. 
The structure of the original AHP obscures to decision-makers the fact that criteria 
weightings and performance-scoring scales should be aligned. We consider this to be the 
core problem with the AHP, but criticism of the method has tended to focus on what could be 
viewed as an upshot of the core problem—the ranking of options can change when the set of 
available options changes. Indeed, Dyer (1990, p. 252) demonstrates that the ranking of two 
options A and B according to the AHP can depend on whether some other option, D, is 
included in the option set. The rank reversal issue for the AHP arises because relative 
normalization is used (with constant weights); if performance scores for each criterion must 
add to one, the scores are necessarily sensitive to what options are in the option set. But this 
need not be an essential part of the AHP. In fact, Saaty (1987) suggests that options might 
alternatively be ranked according to an “absolute scale”, or in our terms, via a scale that 
conforms to absolute normalisation. For instance, the options might be judged as having 
“high”, “medium” or “low” performance relative to each criterion, and then assigned 
corresponding numerical values. In this case, final rankings of options via the AHP will not be 
sensitive to the number and character of options in the option set. 
 

 
                                                      
7 It is possible that the decision model has errors in the coupling of weights and scoring scales, but 
that this does not affect the decision solutions. Indeed, it may be the case that a particular decision 
result is robust with respect to quite significant changes in the model parameters, and even to the 
multi-criteria model itself (see Salminen et al. 1998 and Yatsalo et al. 2007 for studies comparing 
decision solutions across different multi-criteria models). Not all decisions, however, will have solutions 
with this level of robustness. Moreover, it is simply good practice for a model user to properly interpret 
the parameters of the model, even if it makes no difference to the solutions in the case at hand. 
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The possibility of rank reversals when the option set is changed and weights are kept 
constant is, however, not in fact the real problem with the traditional AHP. Or else, there is 
more than one way to solve this problem; rather than stipulating that an “absolute scale” 
should replace the eigenvector assignment of performance scores, we might instead have 
insisted that criteria weights cannot be kept constant when the option set is changed. The 
idea would be as follows: if you add new options, then you have necessarily changed the 
option scores relative to each criterion (because they must always add to one), and so there 
will need to be an appropriate adjustment in the relative weightings for the criteria.8 Rank 
reversals amongst the original options would be a clear sign that the weightings for the 
criteria were not suitably recalculated. This solution to rank reversals in the AHP is the more 
revealing approach, because it addresses the deeper issue with assigning weights and 
performance scores in a multi-criteria decision model—the two must be aligned! 
 
There are a number of suggestions in the literature regarding appropriate elicitation of 
weights. Edwards and Barron (p. 315, 1994) note that “weights reflect the range of the 
attribute (criterion) being weighted, as well as its importance”. They go on to suggest 
modifications of the weight-elicitation process in the SMART multi-criteria model. In a similar 
spirit, Belton (1986) offers suggestions for improving weight elicitation in the AHP. Dyer 
(1990, p. 256) also makes some useful suggestions with regard to the alignment of criteria 
weights and scoring scales in his discussion of the AHP. When it comes to the elicitation of 
meaningful criteria weights, he says: 
 …the decision maker could be told the ranges over which the alternatives 

under consideration actually vary. Then he could be asked to answer the 
pairwise comparisons regarding the importance of the criteria by considering 
the relative importance of a change from the least preferred to the most 
preferred values for criterion i compared to a similar change for criterion j. 

 
Dyer is here appealing to absolute scoring scales for the criteria, but ones that have 
minimum and maximum endpoint values matching the least and best performing options. 
The general idea is to compare the importance of the same sized increment in performance 
scores for the various criteria, and regard this as their relative weightings.9 This is a useful 
technique for eliciting criteria weights, whatever weighted average multi-criteria method one 
chooses.  
 

 
                                                      
8 Dyer (1990, p. 254) notes that such a move amounts to a significant modification of the traditional 
AHP. The traditional version of the AHP involves the “principle of hierarchic composition”. This 
principle stipulates that the weights on different levels of the hierarchy can be determined 
independently (i.e. weights for criteria and scores for options relative to each criterion can be 
determined independently). What we are suggesting here is in direct opposition to this principle. 
9 Note also that Keeney and Raiffa (1993, chap. 3) provide a comprehensive treatment of the problem 
of determining the appropriate “trade-offs” between criteria, or in other words, the appropriate scoring 
functions and associated weightings for the criteria. The central idea is to examine the “indifference 
curves” when two criteria are mapped on an x-y axis, i.e. examine how the scores for one criterion 
equate in terms of goodness to the scores for another criterion. 
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Conclusions 
 
In this paper we examined an error that is easy to make when using weighted average multi-
criteria decision models, and that is to treat the weights and performance-scoring scales in 
the weighted average decision algorithm as completely separate measures. In such 
circumstances, it is possible to change the final ranking of options just by recalibrating the 
scoring scales for the criteria. This arbitrariness is not a feature or a fault of the formal model. 
It is rather a misuse of the weighted average decision method. To address the issue, 
decision-makers must ensure that the numerical criteria weights reflect the relative 
importance of the criteria given the way in which the performance-scoring scales for the 
criteria have been calibrated.  
 
It might be argued that stakeholders cannot be expected to bear such complicated modelling 
details in mind when they are asked to nominate the relative importance of decision criteria. 
In many real examples of environmental decision-making, indicators for criteria performance 
are not easily understood by stakeholders and the significance of performance levels is open 
to dispute. For instance, in Janssen et al.’s (2005) example concerning wetland 
management, there are a number of decision criteria with respective indicators, including 
climate change, evaluated in terms of net greenhouse gas storage capacity, and water 
quality, evaluated in terms of mass nitrogen and phosphorus export. The significance of a 
particular greenhouse gas storage capacity or a particular amount of nitrogen/phosphorus 
export might be difficult for non-experts to appreciate. This kind of problem is not 
insurmountable, however; it simply highlights the importance of including, in the decision 
process, a discussion of the meaning of performance indicator scales so that the 
stakeholders can judge the comparative significance of an incremental change in the various 
criteria scores. We might also investigate ways to elicit stakeholder opinions that place more 
responsibility on the experienced decision modeller to interpret, rather than just “read off”, the 
information provided by stakeholders, so as to appropriately translate their opinions into 
numerical form.  
 
Finally, at some point, it must be recognised that decision-making is an intricate business, 
and that those involved are wiser to tackle the difficulties, rather than simply ignore them. 
Whatever the process of elicitation in a weighted average multi-criteria decision method, it is 
important that the relationship between criteria weights and performance-scoring scales is 
properly appreciated, otherwise there is no good reason to think that the final decision model 
will accurately reflect stakeholder views. 
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