T
acerdad

, Report Cover Page
Australian Centre of
J_ Excellence for Risk Analysis

ACERA Project

0606

Title

Tools for Anticipating Potential Problems in Biosecurity Applications

Author(s) / Address (es)

Jean Cross, University of New South Wales

Material Type and Status (Internal draft, Final Technical or Project report, Manuscript, Manual,
Software)

Final Project report

Summary

This report provides a broad overview of techniques used in safety and reliability engineering to identify
the nature and causes of risk. The report assesses the potential for these methods to be deployed in
biosecurity operations, to reduce unanticipated failures effectively. It uses two case studies to illustrate
them; the foot and mouth outbreak in Surrey, UK, and a hypothetical incursion of equine influenza.

The report finds that control charts and syndromic surveillance tools may be useful in border quarantine and
post-border surveillance systems where routine time series data are collected. They may provide early
warning of changes in the nature and frequency of risks on pathways.

Process-based methods such as Failure Mode and Effect Analysis, (FMEA), Hazard and Operability Studies
(HAZOP), and Hazard and Critical Control Point analysis (HACCP) can be time-consuming but may have a
place in biosecurity in assessing existing operational procedures, identifying weaknesses, and anticipating
faults especially when failures are critical. For instance, HACCP may be useful for assessing the possibility of
substituting one management system (or set of quarantine measures) for another, evaluating system
equivalence and the potential for failures in the candidate system.

Causal analysis techniques are applied typically after a serious system failure. Examples demonstrate that
complex systems are not easily identified from this type of analysis, even after the event. This is a critical
point for biosecurity applications. Systems that depend on complex human factors require explicit analysis
using tools developed for such situations.

OHuman f act or stodescribé, predictsafild neanage human behaviour to achieve operational
goals. These methods provide a framework for understanding how systems can become error-prone, and
how procedures may be implemented to anticipate and remedy these situations. Application of human factors
analysis to the two case studies illustrates how it may have been useful in elaborating the causes of failure
and identifying systemic changes that would reduce the chances of repetition of such events. The report
concludes by outlining barrier techniques, foresight and scenario planning methods that may usefully support
human factors analysis.
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Executive Summary

The ISO 31010 standard on Risk ManagernieRisk Assessment Techniques lists many methods of

risk assessment, many of which concentrate on events that might cause harm, controls that might fail,
and targets that might be affed. All are applied within logical structures that attempt to identify
weaknesses in a timeline or proceldss project reviews number ofisk identification techniques

usedin reliability and process engineeringeealuate the potential foneir usein biosecurity.

The review of current practice in biosecurity in Australia (DAFF) and New Zealand (MAF)
established that the deployment of risk identification tools was patchy, limited mainly to some
foresight activities for emerging animal diseasesdme circumstances, risk identification is

specified by international agreements, limiting the extent to which tools can be deployed in routine
operations. In other circumstances, corporate groups considered risk identification to be outside the
scope oflieir activities. The review of these activities in Animal Health Australia suggested a
revised, structured approach should be adopted to improve risk identification and-pétiiity.

In contrast, DEFRA in the UK has invested substantially in riskiiigation techniques over the last

few years, developing and deploying a range of structured methods. These developments have been
stimulated in part by the Bovine Spongiform Encephalopathy (BSE) andridahouth disease

(FMD) outbreaks and have ledwdole-of-government initiatives on horizon scanning, foresight,

and setting biosecurity priorities.

To illustrate the potential of the tools, two case studies are offered: an outbreak of FMD caused by
the escape of virus from a laboratory and a hypotdeticursion of equine influenza (El). The

events are outlined as a precursor to hypothetical assessments evaluating how the tooésugeght

to help understand these events better.

Control charts and syndromic surveillance tools may be useful inchidgiyeenvironments,

especially in quarantine systems where routine-8aréges data may provide early warning of

changes in the frequency of hazards on pathways:beodér surveillance may also provide

opportunities for their deployment. Control chdrése been trialled in engineering systems for

decades where their simplicity means they are effective in maintaining system control, even when
operators have limited technical training. These operational conditions reflect some of those in border
operatiors.

Informal expert networks are often very effective at identifying emerging threats. Foresight can be
supported by a range of software tools dedicated to the early detection of emerging diseases pests and
pathogens (e.g. ProMed and GPHIN). These antkrktaols and platforms are developing rapidly,

as are the statistical dataining tools that find and synthesise relevant information. OCVO has begun

to develop protocols and implement systems, and ACERA is developing systems for aquatic and

plant healtHACERA Report).

Processhased methods take as their starting point a process and work through it to consider problems
that might arise at each step. Methods considered here include Failure Mode and Effect Analysis,
(FMEA), Hazard and Operability StudiddAZOP) and Hazard and Critical Control Point analysis
(HACCP). In general, these methods can be-tigresuming and may not be often practical to

implement on a routine basis. They may have a place in biosecurity in assessing existing operational
proceduresidentifying weaknesses, and anticipating faults, especially when failures are critical. For
instance, HACCP may be useful in areas of biosecurity concerned with systems management. When
assessing the possibility of substituting one management systeet (rquarantine measures) for
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another, HACCP may provide a useful framework for evaluating system equivalence and the
potential for failures in the candidate system.

Causal analysis techniques are applied, typically after a serious system failumlad a

investigation, and as a logical way to explore potential causes of failures. Causal analysis focuses on
underlying problems. Applications and examples in the report demonstrate that complex systems are
not easily identified from this type of analyseven after the event. This is a critical point for

biosecurity applications. Systems that depend on complex human factors require explicit analysis
using tools developed for such situations. Theoretically, root cause analysis techniques could identify
the problems that occurred. There is, however, insufficient evidence of the successful use of the
techniques in a proactive way for problems involving human and organisational failures to be able to
indicate how well they would work in these circumstances.

OHuman factors analysisbé refers to the class of
describe, predict, and manage human behaviour to achieve operational goals. Human factors methods
are used in engineering to help design systems and procéaluwesk efficiently and to minimise

error. These methods provide a framework for understanding how systems can becoprergror

and how procedures may be implemented to anticipate and remedy these sitRatiiesice

engineering removes the focus quately from identifying the potential for individual error and

procedural failure, and looks at management decisions, sagjanial structures, communications,

and foresight or mindfulnes8s measures of organisational resilience are developed futibagr,

could be used as part of an auditing tool to identify where a more detailed analysis of organisational
weaknesses would be beneficial.

Application of human factors analysis to the two dageothetical casefiustrates how they malye
useful in eldorating causes and identifying systemic changesmhsgtreduce the chanceksuch
events. The repodutlinesa few structured methods, barrier techniques, foresight, and scenario
methods that might assist in supporting human factors andisély, the report documents the
potential for luman factors analyste improvethe systerwide performance of biosecurity
operations in Australia.
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PART A CURRENT PRACTICE
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1. Introduction

1.1. Objectives

The objectives of this project were:

e to review andbenchmark risk identification techniques used in biosecurity in Australia and those
in use overseas (particularly in the UK and New Zealand);

e to report on any limitations or perceived limitations in the techniques;
e to review formal techniques for idefyiing risks used in other industries and applications, and
e to evaluate the potential for use of these techniques in the biosecurity context.

1.2. Scope

The scope of this project covers techniques which identify hazards, the nature of the harm, and the
circumstnces and pathways by which harm can occur. Techniques that seek to find the magnitude of
consequences and likelihood are outside the scope.

The report seeks to review risk identification techniques that have application to biosecurity. In the
context ofthis report, risks to biosecurity are taken to incorporate risks of relevance to agriculture,
fisheries and forestry industries, and to the government agencies that regulate and support them. The
focus is on risks that affect the ability of an industryaimain profitable, competitive, and

sustainable. Business risks, project risks and other risks that are applicable to all industries, are not
part of the scope

1.3. Definitions

Risk-related terms do not have universal definitions, and are often used dijfféndraalth and
environmentrelated areas than when used in engineagfaged areas. In looking at the application

to biosecurity of techniques developed initially for engineering problems, it is therefore important to
clarify terminology.

1.3.1.Hazard

Thet er m 6hazarddé refers to a source of har m; S ome
Some definitions recognise the idea that the property of being harmful depends on circumstances;
something may be harmful in some circumstances but noténsoflayes 2002). Some definitions
include dangerous activities; others are | imited
biosecurity, pests and diseases. Makin and Winder (2008), in an occupational health and safety

(OHS) context, suggest thite term should be broadened to include anything (including system and
organisational problems) that leads directly or indirectly to harm, so that when hazards are identified,

all factors contributing to loss are identified. A broad definition of hatexdever, is unhelpful here

as it allows for dissimilar hazards too easily, making it potentially difficult to compare the level of

risk they may pose. For example, under a broad definition, the risk of having inexperienced staff may

be compared with thesik of contracting a disease. Thus, i n t
the source of harm. Hazardous activities and conditions are incorporated through consideration of

exposure pathways and conditions. Hazard assessment refers to technigagsfgra greater

understanding of the source of harm and the circumstances under which it may lead to harm.

1.3.2.Risk

Hanson (2004) describes five common technical i n
two distinct classes of meaning. Thesfirs a description of the nature of a harm that might occur and
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the circumstances under which it may occur. As pointed out by Hayes (2002), a source of harm may

have several enrpoints and the same epoint may be reached from several different sourées o

harm. Thus to describe a single O6riskd, the set
particular hazard leads to a particular-godht needs to be specified. This meaning of risk is
illustrated by t he s seasecanima mightentdr the countrysandanfest i s k t h
Australian popul ations resulting in financi al I o

The second common usage of the word is, 6a measu
the extent to which the potentialoutcere ar e of concern to usd (Knight
number is obtained by multiplying a measure of consequences by their likelihood. For example, the

World Organisation for Animal Health (OIE 2011) defines risk, in the context of import risk emalys

as Othe I|ikelihood of the occurrence and the [|iKk
consequences of an adverse event or effectto animalorfuman!| t h. 8 Thi s expressi c
statistical expectation of unwanted events (Hanson 2004).

For clarity, in this paper the term 6l evel of ri
context of this report, the magnitude of risk is the statistical expectation of unwanted events.

1.4. Risk analysis

Four risk analysis/management framekgoare used in the Australian Government Department of
Agriculture Forestry and Fisheries (DAFF, Hennessey and Barry 2006), reflecting different national
and international standards and guidelines used in different sectors. They all describe a similar
process of identifying hazards, pathways, and consequences, estimating the likelihood and
consequences of harm, evaluating this information, making and implementing decisions, and
communicating as appropriate. The frameworks differ in the following ways:

e TheCodex Alimentarius and AS/NZS4360 consider that risk assessment includes hazard
identification, whereas the International Plant Protection Convention (IPPC) and OIE
frameworks reserve the term 6risk assqdingsment o
the information necessary to do this.

e AS/NZS4360 differs from the other models in considering risk evaluation to be part of risk
assessment rather than risk management. This s
entire process, reservinge t er m o6r i s k -siep of lisk assesstenfthatris abonte s u b
understanding and measuring a level of risk

The frameworks differ in terminology rather than in basic concept. In this report, the Codex
Alimentarius definitions for risk analysisid risk assessment are used.
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2. Review of Australian practice

2.1. Method

The method involved:

e areview of documentation supplied by the Department of Agriculture Fisheries and Forestry
(DAFF) and on the web, including sample import risk assessments, tteesedent to which
formal techniques were recommended or used;

e the collection of information relating to the methods used for the identification phase of risk
assessments in DAFF through discussions with DAFF personnel;

e areview of a project carried ofgr Animal Health Australia for outcomes relevant to identifying
risks;

e the collection of information about how biosecurity risks are assessed overseas and on failures
that have occurred through a review of documents and visits to the United Kingdorar(tUK)
New Zealand; and

e aliterature review of the application of formal techniques of risk identification used in other
industries, and a desktop exercise to consider their potential to predict problems in biosecurity
applications.

Although risk perceptiois an important element of many of the procedures outlined here, the

science of risk perception and the science and practice of risk communication were beyond the scope
of this report. They have been addressed in several other ACERA reports (notaityg, AERA

0608, ACERA 0611 and ACERA 0801).

2.1.1.Interviews

Brief introductory meetings weteeld with representatives from Biosecurity Australia, Australian
Quarantine and Inspection Service (AQIS), Product Integrity Animal and Plant Health Division
(PIAPH) (Plant Protection, now the Offiad the Chief PlanProtection Officer), and Bureanf

Rural Sciences (BRS). The people participating were nominated by BRS in discussion with the
appropriate section. In some cases, only one person was seen; in othergatha group. Relatively
short interviews were held. The aim of the meeting was to elicit general information on the extent to
which formal methods of risk identification are used or needed within DAFF. It was originally
intended that these introductamgstructured interviews would form the basis for wider, structured,
and more irdepth questions later. However, the individuals interviewed discussed their
understanding of risk identification and directed us to documentation explaining their methads, so i
depth interviews were not held.

2.2. Results of document review

2.2.1.Methods of hazard and risk identification in international standards

The risk assessment models used OIE, IPPC, and the Codex Alimentarius all take a-aoalyaio
approach to describedlseries of events and pathways that might occur to cause harm (scenario
analysis is discussed in this report below). The scenario may be explicitly displayed diagrammatically
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in import risk assessments following these codes, or may be displayed iutharstof the report
detailing the risk assessment. For example, Figure 1 shows an example of part of alsasedrio
framework from the UK risk assessment on illegal nmaabrts (Hartnetet al.2003).

Generally, hazards are identified from searchdstefnational information sources including

electronic databases, scientific literature, risk analyses performed by other countries, and input from
individual experts. The starting point for the searches depends on the application. For example, in an
import risk assessment, the commodity forms the starting point. Risk analysis may also be initiated
by discovery of a new pathway, a hew pest or the revision of policies and priorities (IPPC 2004). The
IPPC standard provides a checklist of some situationsriigétt lead to identification of a new pest

or pathway, but no specific techniques for identification are suggested. Generally, the standards
describe what has to occur but do not specify methods for how this should be done. Their aim is to
define requiredutcomes rather than detailed methods.

lllegal imports

III* I i *I M
ega ega .
Personal | Commercial | SElnsd L |
]
A J ¥ v
Street .
Market | Retailer ‘4—- Wholesale |
1 1]
v vy v v ‘ l |
Domestic Specialist % o h 4
Consumption Restaurant y Y h 4
' —~ :
l l vy vy v \ 4 v
Human Food for Human : _ Animal feed
Carriage | Sl Pets ‘ Fomite | D (Swill)
I
+ v v v

r

v
v
—
No Exposure [B*] » No Exposure

Figure 1. Framework for quantitative modelling of the flow of illegal contaminated meat from
import to livestock exposure (Hartnettet al.2003).

¥ ¥
Pets Backyard Scavenger| Scavenger| Water ]
livestock fox bird | supply Incinerator
I B Lail ‘

2.2.2.Stocktake of use of risk analysis pripleis and techniques in DAFF

The stocktake of the use of risk analysis principles and techniques, carried out by Hennessey and

Barry from BRS (2006), formed a starting point for reviewing techniques used at DAFF. For the

stocktake, a contact from each digis was asked to fill in a questionnaire that aimed to identify

whether risk analysis was used in the area, what activities used risk analysis techniques, what the
techniques were and where they origindaectyd. The s
relate to achievement of the output objectives w
were not part of the scope. The questionnaire followed the Codex Alimentarius framework and

terminology rather than that of IPPC or OIE, so thigainstep of identifying hazards, which is

separated in the IPPC framework, was not isolated from the consideration of the magnitude of
consequences and likelihood.
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In spite of the definition of risk assessment provided to participants, it appeaiskizestsessment

was interpreted to mean oO0finding a | evel of risk
forms part of risk assessment) is necessarily qu
interpreted quite narrowly. For exarapthe International Division (IFAS) considered that risk

assessments were not part of their function. The output objectives of that Division are to make
Australiads agricultural, food, fisheries and fo
profitable. It would appear that identifying and understanding what might happen to affect the

sustainability, competitiveness, and profitability of these industries is part of their role. This is not,
however, seen to be part of &érisk assessment 6.

DAFF ako participates in the risk assessment exercise overseen by Animal Health Australia (AHA)
in which risks associated with agreed National Animal Health Performance Standards are identified
and assessed IDAFF, the relevant state agencies and animal inglasociations, and recorded in a
central database (see SectiB). This risk assessment activity was not mentioned in the stocktake,
although several of the Divisions includedhe stocktake did participe directly in the AHA

exercise.

2.3. Discussions with DAFF personnel

2.3.1.AQIS

To AQI'S Border Programs staff, 6ri sk identificat
importation routes present the greatest risk so that inspection can be targetésiddhée through

profiling and analysis of surveillance data, including recording both the number of problems found

during normal inspections and an estimate of the number of problems missed, which are identified

through followup sampling.

The study intended originally to explore how AQIS activities mightdailor particular pests and

diseases, or in particular circumstances. However, when this topic was discussed in 2007, some AQIS
staff indicated concern that this might be sagteing critical of AQIS. The interviews when this

was expressed took place in 2007. Instead, the subsequent outbreak of El in Australia was used to
create a hypothetical case study, which was used to illustrate potential strengths and weaknesses of a
range of hazard identification techniques.

2.3.2.Biosecurity Australia

Biosecurity Australia (BA) follows techniques of hazard and risk identification that are consistent
with international guidelines. Identification of pests and diseases associated with a particular import
is a matter of reviewing literature, data, and intellige from overseas. Pests and diseases are
identified in this way without undue difficulty and there was no perceived need for the increased
structure and imaginative thinking of formal identification techniques.

BA follows the methods and terminolog§ OIE and IPCC codes and guidelines, and considers the
identification of pests, diseases, and other sources of risk to be the hazard identification step.
Analysing potential pathways of how pests and diseases might get from a shipment into a situation
where they might cause a problem to Australian plants, animals, or environment in this terminology

is part of risk assessment. Some foresight activities are carried out by members of BA to identify new
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and emerging animal diseases, but there was no depaatroemmitment to support these activities
more widely.

2.3.3.0ffice of the Chief Plant Protection Officer and Office of the Chief
Veterinary Officer

The discussion with representatives of the Office of the Chief Plant Protection Officer (OCPPO) was
more wideranging. Unlike AQIS and BA, OCPPO has a major role in-postler quarantine issues.
They need to identify issues that may become a problem in order to direct their limited resources
appropriately. Because part of its role includes coordinating the natesp@nse to plant pest

incursions, it needs to identify how and where to plan a response. However, the group does not use
formal risk identification tools to anticipate threats or to set priorities, in contrAsiirtaal

Biosecurity Branch of Biosecuritkustralia andhe Office of the Chief Veterinary OfficeDCVO),

which deploy structured animal foresight activities.

Ecological and environmental issues are complex and changing. It was recognised that external
factors such as climate change could cleahg level of risks of existing exotic species as well as

allow pests and diseases that have entered but not become established to start causing problems.
Some foresight (se®ection9.2) is undertakeim AQIS and the group also sees its informal links
nationally and internationally as an important source of information that enable risks to be identified.

2.4. Visits to overseas departments

Overseas travel was not funded within this project. Brief meetings fnedd with representatives of
the Department of Environment Food and Rural Affairs (DEFRA) in the UK, and with the Ministry
of Agriculture and Forestry (MAF) and the Environmental Risk Management Authority (ERMA) in
NZ, in the course of travel for otheunyposes.

2.4.1.Department of Environment Food and Rural Affairs, UK

Government in the UK, as in Australia, has over the past few years adopted a risk management

approach in departments at both policy and operational levels. As a consequence, DEFRA is actively
working to embed risk management throughout the
a policy level was interviewed to explain the de
met hods. The term Ori sk mwwitbiraimtherserse ofvad activiliesse d i n
undertaken to identify, understand, and manage risks.

In the UK, there was growth in interest in formal risk management in the 1990s. During the same
period, there were several important biosecurity events imgualitbreaks of BSE and FMD. Since
biosecurity and animal health issues were drivers for business and strategic risk management within
government in the UK, biosecurity risk analysis and strategic and operational risk management are
more closely linked ithe UK than in Australia. A major push to enhance risk management in the UK
public sector was initiated. A report on progress issued in 2004 by the National Audit Office (NAO)
illustrated the approach taken (NAO 2004). The BSE and FMD outbreaks led iGevd#knment to
establish a significant number of hitgvel crossdepartmental groups and initiatives concerning risk
and its management.
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There has been significant UK Government funding for horizon scanning and foresight exercises
across government, withis Foresight Horizon Scanning Cenjra part of the Government Office for
Science within the Department for Busindssovation and Skills (segmww.bis.gov.uk/foresight

One of the early projects conoed detection and identification of infectious diseases in plants,
animals, and humans in ai®® year horizon. Other relevant major foresight activities internationally
include that of the European Foresight team of the Knowledge for Growth (KfG) Uit (se
http://foresight.jrc.ec.europa.eu/index.html

From the viewpoint of coordination in DEFRA, risk management is a governance issue as well as
something carried out at an operational level toage the risks tenvironment, foogand rural

affairs. Significant disease outbreaks such as FMD and BSE were of wide sirapegiance to the
organgation and the orgasation does not separate strategic risk management from specific risk
analysis egrcises. Activities at the strategic level include:

identifyingtheorgasat i on6és top 12 risks and ensuring eac|
linking risk management to the balanced sa@a management approach, and

applying risk management withiti anajor projects.

To earn a place on the top threats register, the risk had to meet one of several criteria including:
posing a major problefiorthede par t ment 6 s budget ;

high-profile policy where headline criticism needs to be avgided

strong pulit concern.

There were no specific guidelines on how the potentials for headline criticism or strong public
concern are assessed. Tlepel threats are assigned to a beaxkl champion (the Board comprises
directors of the groups within DEFRA plus thedernal norexecutive directors). The champion is
responsible for ensuring a robust action plan is implemented. Progress towards reducing risk is
monitored. The list of top risks changes from time to time and includes biosecurity issues.

In addition tocrossgovernment initiatives on horizon scanning and foresight, DEFRA has
undertaken its own O0specific futured studies act
key political, economic, social scientific, and technological trends and dthagre/ere brought

together in a database. A series of projects on horizon scanning and futures was carried out covering
various themes. Results have been used to provide an evidence base for policy change including
changes t o DEFRAD® s arding strategy, and 1o kestimgiprooritiesdon réatural h
resource protection. There has al-fecocridpeen a &ébl ue

Risk management is also seen as opportunity management; the foresight and futures work actively
identifieslong-term potential opportunities, and shosterm activities capture bright ideas suggested
by staff. These form the topic of one of the cases studied msktheood PracticéSuide published by the
Government (HM Treasury 2006).

DEFRA contributedif’e case studies to the two volumes ofkBe Good Practice Guidssued by HM
Treasury (2006). These illustrate the way thinkibgutstrategic and specific operational risks are
linked, and the breadth of activities that DEFRA sees as risk anaigasgement. The five case
studies comprise:

Spotting emerging risks
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This is t he Despaaning ane fatares proghawhich ants toddentify the
key trends and drivers that could shape DEFRA's external environment over the next 50
years, aud give the Department a head start in predictir@nd preventing the biggest
problemsd

Rising to the challenge

This project challenges staff to think more creatively, and to look at how they could improve
the way they work.

Top threats and the Board

DEFRA believes that it is important for the Board to know and understand its weaknesses

and to focus its attention on them. This case study describes their systems to ensure that staff
anticipate risks, and that the right risks are being identified anthtsstap through

management to the Board. Improvements in managing animal health emertfeattiage

been achieved are cited as examples of the success of this approach.

Engaging stakeholders

A series of allday meetings was heldesigned to enable ade range of interested and
affected parties to discuss and inform key policy issues relating to nanotechnology.

Partnership delivery

Directors vantedto improve the way risks were being managed betweetdetpa r t me nt 6 s
business/policy areas and rodepartmental public bodies and other partners. A series of half

day, externally facilitated workshops was held with partners to develop a shared

understanding of the threats and opportunities on both sides of the partnership. The
workshops also provided both eglwith an opportunity to discuss their current relationship,

and to highlight what was working well, and what prevented progress. The workshops were
found to defuse problems, and promote working together to minimise risk.

Risk perception is an importaetement of many of the above issues, although as noted above, it is
beyond the scope of this reporngdort risk assessment is carried actording to international

convention in the same way as in Australia and New Zealand. The UK manages additional
difficulties including the lack of border controls between countries in the European Union (EU). For
example, in discussing import risk analysis, one participant commented that although DEFRA has
overall responsibility for plant health controls (other thaesary) and for live animals, HM Revenue
and Customs (HMRC) has responsibility for enforcement at the border. In 1993, Customs ceased to
enforce border health controls on plant and forestry materials and on live animals from other EU
member states other théor the purpose of rabies control. The UK was therefore reliant on the
policies, procedures, and risk assessments of other member countries for its border protection.

The priorities of HMRC with respect to risks necessarily differ from those of DEFHRARC web

pages were searched for information on the top risks reported to senior management. These do not
appear to be published as a list, but references to several of the top 16 risks appear in management
committee minutes. Those shown relate to presessther than outcomes, and are causes rather than
risks. For example, one risk identified in Government documents was not having the right number of
people, with the right skills, in the right places to deliver business outcomes. The priority given to
animal and plant health risks by HMRC is therefore unclear.

The DEFRA website indicates one specific risk assessment relating to disease that enters the UK via
the EU: that of equine infectious anemia, which is present in Russia and in neighbouring EU
courtries. This report uses a scenario tree to help identify pathways. Surveillance methods are also
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used involving a range of different data sources (DEFRA 2006b). In addition to assessing risks to
biosecurity, DEFRA also applies formal risk analysis/managematea project level (e.g. identifying
risks of project delay) and it has a database for project risk management called RAID.

2.4.2.New Zealand

Biosecurity New Zealand, a division of the Ministry of Agriculture and Forestry (MAF), is

responsi bliryinfermationd frade; prdtectingatte health of New Zealanders and ensuring

the welfare of our environment, flora and fauna,
(www.maf.govt.nz). In addition to MAF, the Environmental Risk Management Authority (ERMA)

was seup under the Hazardous Substances and New Organisms (HASNO) Act 1996 to make

decisions on applications to introduce new organisms or hazardous subsidveesZealand. A

new organism is defined as:

any life form coming into New Zealand for the firgh&- this means anything capable of
reproducing including microrganisms, seeds, plants, fish and animals, and/or

any genetically modified organism (GM©bhis means any plant, animal or migrmanism
developed through genetic modification.

Under the ASNO Act, the responsibility for identifying risks and potential pathways by which harm
might occur rests with the proponent of the introduction of the new organism. The ERMA website
provides general guidance on how this must be done, but no specifiorttetfiniques of

identification are discussed. These risk assessments are then reviewed and a decision is made by
ERMA. ERMA also specifies risk controls required. A representative from ERMA indicated that staff
often needed significant help in producerg adequate risk assessment.

MAF6s scope of activities differs from that of D
because some state responsibilities lie with MAF. Methods used in New Zealand for identifying

hazards, pathways and the nature ofrhare similar to those used in Australia. A meeting with

representatives of MAF did not bring to light any specific methods. Some time was spent discussing

why New Zealand did not use a seguiantitative analysis of the level of risk and why it preferred

providing general qualitative and quantitative information to allow a decision to be made.

2.5. Animal Health Australia Project

2.5.1.Background

Simultaneously with this ACERA project, a project has been carried out for Animal Health Australia

advising on the risknanagement system it has established for member organisations. The aim of the

AHA risk management system is O0to assist governm
animal health system, including risks faced by individual governments, bytindys and nati onal
(AHA 2005).

The framework developed for Animal Health Australia by consultants is bask8/MzZS4360 and

uses the National Animal Health Performance Standards (NAHPS)heskistto help identify

risks. The NAHPS are managementtegs requirements that have been developed as a result of
considerable stakeholder consultation, and are based round six core functions, each of which may be
combined with any of nine capabilities. The functians
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consumer protection;
trade and market aess;
disease surveillance;
endemic disease management;
emergency preparedness and response; and
livestock welfare.

The capabilities are
policy development;
management;
service capability/capacity;
information management;
livestock tracing;
training;
communication;
research and development; and
legislation and development.

A set of required national outcomes and performance measures has been developed for each
capability/function pair, and each orgsation has committed to achieving each performance
measure.

For example, one of the national outcomes for th
6consumer protectiond is 6a quality assurance sy
performance measur e pokcy relaiingdodjealityeassarancedgan grodyctioo mo t e

and processing6, and the government performance
promotion of policy relating to quality assuranc

Members of AHA were agld to identify risks using the 214 performance standards as a checkilist.
The objectives of AHA in requesting this were to identify risks to the animal health system and to
assess compliance with the NAHPS. This produced a database of risks, identiflddéoy a
organisations associated with animal health including DAFF and all state jurisdictions. Risks were
rated by the organisations using a consequékekhood matrix system supplied by AHA. The

original concept was that high risks would provide adfsiparticipants and for AHA to set

priorities and plan future actions, and would also demonstrate areas where compliance with NAHPS
could be improved. Low risk was believed to imply compliance with the NAHPS, and high risk, to
imply noncompliance.

Theaim of the project was to audit the management system using risk registers. The risk register was
analysed and three organisations (including DAFF) were visited to discuss their entries. The
information on risks that was recorded in the register was di¢éaveee the extent to which it could

be used to highlight any gaps in existing defences, and to assist AHA define its future programs.
Levels of risk that were recorded were reviewed to see the extent to which they were capable of use
by AHA to set priotiies and measure compliance.
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2.5.2.Findings relating to risk identification
2.5.2.1 Overview

Anal ysis of the statements recorded under the he
entered on the risk register.

1. A statemenbf how a hazard might cause harm, e.g. a new iis®oe disease enters
Australia on illegally imported goods, resulting in cattle disease. This is the classic
description of a risk.

2. A statement of a failure of a control, e.g. surveillance may fail thtfie illegally imported
goods, or a vet might fail to diagnose the new inbeche disease quickly resulting in spread
of disease.

3. A statement of a management systems failure, e.g. a failure in the accreditation system for
private vets or lack of a staggvernment business plan for disease surveillance.

The use of the performance standards, which are required management system components, as a
checkilist to identify risks predominantly produced the third category of issues. Most organisations
identifiedno classic risks.

Risks were often recorded generically rather than specifically, so the meaning was unclear. For
example, a risk identified by one industry under
function was that Australia's contribaoiti to international trade agreements does not reflect industry

views and needs. It emerged in discussion that this concern was in fact a specific European policy

under discussion, which although apparently quite minor, could prevent the particular ifrdustry

exporting to the European Union, a significant trade partner. The way the risk was formulated did not
communicate the issue clearly, so even though the issue was flagged as high priority (likely to occur

and with very serious consequences to thestmgly no action could be taken.

The level of detail recorded needs to be consistent between members to ensure that broad statements
covering multiple problems are not rated against narrow definitions of a single problem resulting in
inappropriate prioties. Further consultation is needed to consider the level of detail that needs to be
recorded to strike a balance between providing an understanding of the problem but not producing an
unmanageable list of risks. There is a very wide range of risk maeagemderstanding within

government agencies and industry. This study indicated that tools must take into account the different
expertise, experience, and needs of all potential users.

2.5.2.2 Risk rating

The use of the consequence likeod matrix as a rating system for all three different types of risk

has fundamental problems. The rating matrix requires a single consequence and its likelihood to be
defined. For most classic risk events, there will be a range of different consequferargmg

severity to different stakeholders. The variation of the severity of consequence that might arise from a
single event is dealt with either by rating each consequence level as a separate risk, or by selecting
the highest consequence and itslik@od. Either approach is an approximation to the level of risk

that should represent a probability distribution of all the different consequences.

In addition, a particular consequence may have a different value to different stakeholders and
stakeholdes are likely to have different perceptions of risk depending on their context. The
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consequence likelihood tool gives a subjective assessment of level of risk, hence different
stakeholders may give quite different ratings.

Risks that derive from exposut@ hazards (as in example 1 above) can be assigned a risk rating
using a consequence likelihood matrix because, subject to an understanding of hazards, pathways,
and targets, a consequence and likelihood can be defined. But different ratings will be given
depending on the extent to which different hazards and pathways are disaggregated.

Control failures usually apply to more than one hazard, and the level of risk associated with a control
failure depends on the severity of all the underlying hazardshairdptobability of occurrence rather

than on the probability of failure of the control and its possible consequence. The level of risk also
depends on the extent to which other controls are present and effective. Priorities for improving
controls are noset by rating risk using a consequence/likelihood matrix, because the range of
possible consequences is too large, and the likelihood of the consequences occurring depends on
factors other than the probability of failure of one particular control.

Managenent systemsdé6 failures are not risks in the
changes that increase the level of risk overall. These also are not amenable to analysis using a matrix
of &6l i kelihood6é and 06 c onBkipesttutienal Gaetdds.mayHrdluencernsika mp | e,

management, it is not possible to estimate a level of risk associated with a state government not
having a business plan for surveillance, if only because there is not necessarily a direct relationship
between hawng a business plan and good surveillance. This issue is elaborated in the following
section.

Some of the items on the NAHPS checklist related directly to setting priorities within the
organisations on the basis of risk assessment. Although no orgamisdi@ated this performance
standard to be a problem, the extent to which organisations actually hbdsesk decision processes
appeared to be extremely mixed, and in many cases, decisions were not based on an assessment of
risk at all.

2.5.3 Currentstatus

The main finding of this project was that in order to use a register of risks to set priorities, and as part
of a management information system, risks need to be recorded in a way that separates consequences
that arise from exposure to a hazamdsource of risk from control failures and management systems
failures.

A revised system for producing a risk register is to be trialled. To clarify the distinction between risks
control failures and possible management system weaknesses, it is ptopxisacture the risk
register around the bow tie model of risk. (Figure 2 and Segtjon

2.6. Summary

Formal identification techniques were used where required by agencies and industry, in some
circumstances here international standards and guidelines require them, but were not applied more
generally to biosecurity issues in any of the three countries reviewed. Interviewees generally felt that
the methods that they currently used were appropriate and suffmi¢heir purpose. This context
provided the platform for the remainder of this report, which was to outline formal methods that may
play a role in some part of the biosecurity domain. This work will provide an opportunity for analysts
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to reassess the mtial costs, benefits, strengths and weaknesses of these tools in their operational
areas. The focus of the project therefore was to assess the potential for inapgdisation of
formal techniques to identify risk across areas of relevance to DAFF.

Mitigation and
recovery
measures

Event or Barriers
circumstance preventative
that releases  controls

the hazard

Source
of Harm

Consequence 1

Barrier to escalation 7D/

’ Escalation factor ‘ /
— 1A I Management
—Z — activities which

Figure 2 lllustration of a bow tie diagram
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[HAZARD |

Consequence 3
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Part B TOOLS AND TECHNIQUES
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3. Introduction

The purpose of this section of the report is to explore the extent to which hazard and risk

identification tools originally developed foglrability or process engineering can be usefully applied

in the biosecurity context. Tools are described and the literature is reviewed to explore the range of
applications to which tools have been applied. The way in which they could be used to anticipat

i ssues that might affect the ability of Australd]i
remain competitive, profitable, and sustainabldissussed.

The techniques reviewed below are relevant to one or more of the elementsdefisied in the
bow tie model of Figure 2 above. These are:

the nature of the hazard or source of harm;

the nature, vulnerability, susceptibility, and resilience of the target(s);

the types of outcome relevant to the target(s);

the pathways by which theazard may reach the target;

the mechanisms by which the hazard causes harm when it reaches the target;

the barriers or controls that should prevent exposure to the hazard or protect the target, and
the factors that could exist to make the level of higler or lower.

Problems that might adversely affect the ability of an industry to remain profitable, compatitive
sustainable, or a governmanrganisatiorto remain effective and efficient, are not necessarily
directly caused by hazards, such astpand diseaseSuch risks can arise from political, economic,
organisatioal and social factorsom both inside and outside the organisatibimis also applies to
organisatios in chemical and process industtiestare increasingly applying formaldeniques to
identify these more generic issues.

The ISO 31010, Risk ManageménRisk Assessment Techniques, lists many methods of risk
assessment. Some techniques concentrate on seeking events that might occur, some on hazards that
might cause harm, sono@ controls that might fail, and some on targets that might be affected. All
techniques are applied within a logical structure that attempts to identify weaknesses in each aspect of
a timeline or each step in a process. More than 20 can be appliedderitification phase of risk
assessment, but only a few are commonly used in environmental or agriealtated areas. This

report focuses on tools that can be used for identifying hazards, pathways, and outcomes, and does
not include those used onlyrfoonsidering the magnitude of risk.

Formal risk identification and assessment methods described in this report have been developed over
the past 50 years. Many were first developed as a result of a major incident, or recognition that a past
failure has esulted in major harm. Structured ways to identify potential adverse events and outcomes
were developed when it became clear that unstructured approaches, and reliance on historical
procedures, have not been effective in preventing failure. Risk assessoteare also applied to

identify and analyse issues and uncertainties (both positive and negative) that might arise from
change more generally; for example, from climate change or from changing perceptions and values in
the community.

In both engine@ng and biosecurity applications, investigations of failure find that there were
warning signs well before the incident that escalates to a disaster occurs. These may take the form of
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minor incidents or recognised control failures that are not followe8ygiems to improve reporting
or to follow up warning signs are also a useful means of identifying risks.

In essence, formal tools of risk identification are ways of structuring the problem and applying
imagination to think about what might happen inftitere. Structure provides some assurance that a
problem or situation has been explored comprehensively, but imagination is necessary to identify
what might happen, (particularly if it has not happened in the past), and to anticipate how different
people vill perceive and react to a risk. The different formal tools offer different ways of structuring
problems and applying imagination to the different elements that make up risk. Historically, they
were developed as separate tools for a particular industigr send were given a specific acronym.

As applications of the tools have widened, they have evolved and the distinctions between some of
them have become blurred. Tools are thus reviewed in sections that group together similar or related
methods. At thend of each section, the application of that range of methods is demonstrated by
reference to case studies of failures. Different problems need different ways of thinking, hence
different types of technique are effective in different circumstances. Treswliated in this report,

in each relevant section.

3.1. Lessons from incident analysis

After a major failure or loss in any field of endeavour, investigations invariably report some obvious
failures that should have been readily apparent before th& lesgase with which these factors

come to light with hindsight during a structured investigation suggests that it might be possible to
identify at least some of them before a loss by following the same types of analytical processes that
are carried out teospectively (see Fennel 1988; Cullen 1990; Dawson and Brooks 1999).

Inquiries into failures generally start by establishing a timeline, working backwards from when the
event was detected, and asking what occurred, then how and why. The timelineidehded

forward to consider whether detection could have occurred earlier, or whether impacts could have
been reduced or better mitigated. This logical process of considering what happened, how it
happened, why it happened, and what could have preveiffitechihappening, can equally be carried
out in advance of loss, and it is the basis of many formal risk identification techniques.

In biosecurity failures, the timeline may be very long; for example, the establishment and spread of
pests and diseases maye a decade or longer before the problem is manifest. The general process,
however, of seeking how and why the problem was initiated and what could have been done to
manage it better still applies.

In some cases, factors emerge during an inquiryctraprise essentially new information (or exist
outside the knowledge of the people concerned). In an inquiry, these factors are found by seeking
new hypotheses that fit observed facts and by modelling and research. Although it is less clear
whether they cald be identified in advance, the use of imaginative risk identification techniques and
modelling can be used to attempt to identify new issues.

Inquiries into failures usually identify multiple controls that can be improved. Recommendations
relate to bith direct and indirect causes of failures, and often have a high focus on human,
organisational, and sometimes social factors. In seeking to identify problems prior to a loss, the
complexity of real failures and the role of organizational and human faetedsto be included.
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3.2. Case studies

Two recent incidents are used as the basis for case studies to illustrate the potential for application of
tools. For those tools not applicable to these case studies, other potential applications are outlined.

3.2.1.Footand-mouth disease in Surrey

There was an outbreak of FMD in Surrey in the UK in 2007, caused by a laboratory strain of the virus
not then found in the environment. It was believed to have originated from a site in Pirbright
occupied by the Institute of Amial Health (IAH), run by the UK Government and two private
companies, Merial Animal Health Ltd and Stabilitech Ltd. All three organisations were working on

the strain in question.

The report of the UK Health and Safety Executive (HSE 2007) found thedléaese occurred from

faulty effluent drainage pipes «ite, and was probably carried from the site and past the immediate
area to farms that became infected on construction vehicles working in the vicinity of the failed drain
pipes (HSE 2007). The drainvere known to be faulty, but there was a contractual dispute about
which of the organisations esite should fix them. Two local premises were infected. Early estimates
put the total cost of the incident at more than £100 million (Callaghan 2007). Theakuwas

contained, with only eight cases confined to the local area, but failures within the government
department contributed to the release, so there was also significant reputational and political harm.

3.2.2.Equine influenza in NSW

In August 2007, cased El were reported from a number of locations around NSW and in southern
Queensland involving horses that had attended @apevent near Maitland. By October 2007,

there were 4500 infected premises in an area of abol@®@Y8quare kilometres (KnThe virus

may haveescapedrom the Eastern Creek Quarantine Station in N&&\& contaminated person or
onequipment leaving the quarantine station (Callinan 2008). This context was subsequently used to
help develop hypothetical scenarios to illustrateeptial applications of the methods outlinedhis

report.
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4. Methods based on data analysis

4.1. Introduction

Managing biosecurity risks requires the identification of what might go wrong, what kinds of things
may be affected if things do go wrong, and howlittedihood or the consequences may be mitigated
to ensure the risk is acceptable. Data can be used to identify risks in three ways:

1. To detect losses or indicators of probletirectly. For example, there is monitoring of
medical outcomes to detect anyri@ase in medical error.

2. To detect small failures that, given different circumstances, could escalate. For example,
the petrochemical industry monitors all laxfscontainment incidents as indicators of the
potential for a major fire or explosion.

3. To detet changes in conditions that may introduce new risks or affect the magnitude of
known risks. For example, monitoring parameters of climate change that may affect the
viability of agriculture or the spread of pests and diseases.

Surveillance activities anahethods are the subject of other ACERA reports, but a brief indication of
the use of surveillance techniques in risk identification is provided here. Some of the data routinely
collected for biosecurity, public health, or environmental surveillance garirgbrmation on

changes in levels of risk or about new and emerging risks. It would be helpful to consider how
additional data might usefully and ceftectively be collected, specifically for the purpose of
identifying early warning signs of known riskfor identifying changes that might lead to risk, or
identifying new and emerging issues.

4.2. Statistical control charts for identifying change

Once suitable data sets are identified, the analysis needed to identify risks is often the identification
of changes in:

e conditions and factors that may result in new risks;

e the level of risk, or

e risk outcome measures.

Control charts provide a useful way of identifying whether a change is real, or simply a random
fluctuation. Control charts were originally degd in the 1930s for quality control in manufacturing
(Shewhart 1931). Shewhart control charts are a means of easily seeing when a change is unlikely to
be a random fluctuation. Variations in manufacturing dimensions or quality, especially the averages
of subsamples, are expected to follow a normal distribution. If an adjustment is made to the
manufacturing machinery whenever a component varies in size from its mean value, unnecessary
adjustments will be made for what is purely random fluctuation. Thigesilllt in a bigger spread of

sizes than if the machine had been left unadjusted. The machinery should only be adjusted when the
variation in size is such that it is unlikely to have occurred by chance alone.

Time series data are plotted on a graph thatvs the mean value and control limits (conventionally,

plus and minus three standard deviations from the mean). There is a 99.73% chance a measurement

will lie between the mean and plus or minus three standard deviaieorapproximately 0.3%

chance tht such a deviation would occur by chance alone. Significant deviationsaicaritrol
situations can be identified using sever al tests
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control 6, the f 00.27% ehancegof oacurfiranti thevetore aab belwcansidered as
unlikely to be due to chance alone:

One data point falling outside the three standard deviation control limit;
Six or more points in a row steadily increasing or decreasing;
Eight or more points in a row on one sidalaf centerline, or
14 or more points alternating up and down.
Operators look for any of these conditions before adjusting the machine.

Control limits can be set at any appropriate level, depending on the application. Broader limits (i.e.
higher confidene that an event cannot occur by chance alone) means later warning of a potential
problem; narrower limits tend to lead to more false alarms. In risk applications where the information
is used to trigger further investigation, false positives may not bebdemso lower limits tend to be

set than those in manufacturing. Polonecki (1998) applied control charts to detect poor practice in
surgery, and suggested that using limits that represent a 0.01 chance that the event could occur by
chance alone is acceie and appropriate.

Discrete failures and losses are expected to follow a Poisson rather than normal distribution, and to be
onesided (one is seldom interested in a reduction of failures). Control limits for the appropriate
confidence levels can beleeted for the Poisson distributions. In fact, changing to the Poisson
distribution makes little difference to the control limits unless the mean value is low.

An alternative method of detecting change is a CUSUM control chart. CUSUM takes the cumulative
sums of differences between the values and the mean. If fluctuations are random, then the cumulative
sum will be zero; however, if a set of values are disproportionately above average, the cumulative
sum will start to increase and similarly a segment wittownward slope shows that a set of values

are below the mean. Some regularly increasing or decreasing values could occur by chance alone.
Control limits are therefore set by the rate of increase of the cumulative sum. CUSUM shows small
but continuing canges from a mean value more clearly than the traditional Shewhart control chart,

so this method is more suitable for detecting small but sustained changes. CUSUM control charts are
now commonly used in medical applications to detect changes in perforf@rneeample, in

surgery or infection control.

Other methods of plotting and interpreting control charts give additional weight to recent values.
Weighting algorithms vary. A common choice is the EWMA (exponentially weighted moving
average). This is udén to detect small changes in accuracy or precision.

The reason these methods may be useful for biosecurity applications is because they were invented
for application in areas where data are collected routinely and where the staff interpreting the data
may have no specialist training. They have proven to be highly successful in a wide range of
operational circumstances for many decades (see below). The tools can be tuned to specific
operational conditions and their performance will improve over timeopkeational conditions in

some aspects of border and plostder biosecurity may be suited to such tools. For example, data are
collected routinely on failures and noonformities, and on the prevalence and abundance of pests
and diseases during routingregeillance. Correct decisions depend on distinguishing trends and
unusual occurrences from background natural variation and sampling variation. The ability to
improve the use of these tools, reducing the number of false positives and false negaitivesgby t

the decision thresholds, makes them particularly potentially useful.
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4.2.1.Syndromic surveillance

Following the terrorist attacks in New York on September 11 2001, there was considerable research

activity on statistical analysis of data for early detecti of bi oterr ori sm events.
surveillanced is used and defined as, Osurveilla
signals a sufficient probability of a case or an outbreak@or r ant publ ic health res
2006).A wide range of statistical techniques is used to detect change, including those discussed

above. There is no clear distinction between conventional biosurveillance or medical surveillance
techniqgues and 6syndr omi ¢ dlowing ®eptémbea bldhaé , but bi o
resulted in renewed interest in biosurveillance techniques. The recent papers that fall under the

categoryob syndromi c surveillanced | ook specifically

the nature of data sources that could be used as early warnings sédisea

statistical analysis techniques;

automated statistical 6out of control & detecti
the way sets of data can be grouped to categor |

The literature suggests that the techniques are of limited use for early detebiimerodrism, both

for costbenefitreasons and because false positives have a serious negative effect on public
confidence. The consensus, however, is that applications for early detection of natural animal
diseases are more useful. Here false positives ssefea problem and the methods provide an alert
for further investigation (Stotet al.2004). Both false positives and false negatives in a biosecurity
context may have significant social and political costs. The arguments for deployment of syndromic
sutveillance tools are much the same as those for process control techniques. If the tools are tuned
appropriately to the local operational context, they will improve over time, eventually reducing both
false positive and false negative decisidrtse track ecord for syndromic surveillance is, however,
shorter and the tools are more complex than statistical process control techniques, demanding greater
technical skill and more extensive data to develop and implement them.

4.2.2. Applications of control charting arsyndromic surveillance

There are a large number of papers looking at the use of control charts in medical applications
including their use for the detection of poor quality medical or surgical procedures, for quality in
laboratory testing, and for measwg physician productivity (see Polonecki 1998; Lee and
McGreevey 2002; Rogegt al.2003; Benneyan 2003; Thet al.2007). There are also many
publications in environmental, security, and veterinary literature on different applications of control
charting techniques (see Morrison 2008; éihal. 2004). Control charts have had wide application in
agriculture and farming for quality control, for early detection of emerging trends and to assist with
decisions on herd or farm management (see Reneau ansl 2066). In animal production, control
charts are be used in a number of applications to detect early signals of health problems through
monitoring production such as egg sizes, milk yield, pregnancy rates or the number of piglets in a
litter (e.g. Thruskld 2005). Control charts have been used to monitor water conditions in fish farms
and soil conditions in agriculture. They can also be used in conjunction with the monitoring carried
out in the HACCP process (see Sectofy and DAFF 2002); however, this application relates to

risk management rather than risk assessment.

Two recent PhD studies of relevance to biosecurity are by Shepherd (2006) and Shaffer (2007). In his
PhD thesis from the University of/@ney, Shepherd considers control charting methods for early
detection of disease in remedeea cattle stations in Australia. Shaffer (2007), in a PhD thesis for
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Ohio State University, demonstrates improved detection of emerging zoonotic diseases from
syrdromic surveillance of data from veterinary diagnostic laboratories.

Most of the published work relates to surveillance of direct consequences of a threat, or of immediate
indicators of problems, and hence is reactive in nature. Generally a changmimeig measured,

and changes in risk factors are then sought to identify the cause. For example, Aliekatuse

(1997) identified an increase in fobrne diseases in the US, then explored the changes that could
have caused the observed increases.

It is also feasible to use data more proactively to seek changes in risk factors and to try to anticipate
the problems. For example, climate changes may increase (or decrease) the risk of establishment and
spread of some pests or weeds. Changes in demaggaybivisitors to Australia could change the

nature of pests and diseases that might enter. To some, extent data is used in this way in some types
of scenario analysis discusdeelow, however, there is room for a more explicit consideration of risk
indicators and factors that might be expected to increase risk when data collection protocols are
designed.

4.3. Expert data analysis techniques

Expert systems use information and knowledge from a range of different sources, including human

experts, to solve probies. The understanding and reasoning processes of experts are stored as data

or decision rules within the computer. These rules and data can be called upon to solve problems. The
decision rules for problem sol viigugs, xenteredboe acqui r
explicitly as rules.

4.3.1.Applications of expert data analysis systems

Expert systems have been used for many years for medical diagnosis in remote situations where there
is no doctor present. The Dutch Ministry of Agriculture Nature andiEagality (NLV) funded a

research project, which ran from 2004 to 2009, into developing an information management system

to identify emerging risks to food safety. The research project focuses on the fish food chain
(particularly salmon) as a case studg.demonstrate the capabilities of the technique, Hulzebos and
Broekstra (2007) quote an example where, in28@6, pets in the US became ill and died after
consuming a brand of pet food containing wheat sourced from China that was contaminated with
Melamine. On 30 March, the FDA blocked the import of products from the Chinese company.

In May 2007, Melamine was found in hatched salmon in Canada. Hulzebos and Broekstra point out
that all the information that could have warned salmon producers of theassi the public domain
within the food safetyelated area by the end of March that year. Such information, however, needs
to be brought together and sifted and risk alerts provided. The syptrin (Emerging Risk

Detection System, ERDS) aims to dostin the Melamine example, the information that the system
would locate and highlight would be:

the detection of melamine in wheat from China;

the banned products list from the FAO that showed that the Chinese company supplied wheat as
fish meal, and

the fact that salmon are fed fish meal containing wheat.
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The project adopts a holistic approach, taking signals and indicators from a wide variety of sources
including government, information froexpertsand news media. ERDS softwanecesses this
information to identify and draw attention to emerging risks. The way that this is done is explained
more fully in the 2007 project report (Hulzebos and Broekstra 2007). The project is still at an early
stage of development with a prototype ERDS and relativelll stata set. It is, however, showing
interesting possibilities.

Foresight of the kind that is supported by ERDS is also the provenance of a range of software tools
dedicated to the early detection of emerging diseases, pests, and pathogens, somérafiuddch

ProMed and GPHIN. These and related tools and platforms are developing rapidly, as are the

statistical data mining tools that they employ to find and synthesise relevant information. It is

difficult to know which of these tools would be best stitet o Australi adés biosecur
without some form of empirical evaluation.

4.4. Checklists

Checklists are used universally in risk assessment. They are collated from a combination of
experience, data from past losses, and expert opinion to helg etismportant areas are considered
when risks are being identified. Checklists may be linear or hierarchical. They are used as an aid to
both brainstorming and interview techniques for eliciting information on risks.

In general, checklists used inkiassessment may relate to hazards (or hazard categories) or to events
that may occur, or to the types of consequence of interest. For example, Biosecurity Australia (BA)
considers risk to each of seven standardised direct and indirect impact critegparirmy import

risk assessments. It also uses a wide range of published information and data sets, including the
Australian Plant Pest Database and the Australian National Insect Collection database, to create lists
of potential plant pests for new comnities or commodities from new regions. These checklists are
then evaluated, species by species, to assess whether each of the pests represents a credible
quarantine risk.

4.4.1.Application of check lists

A checklistbased process known as HAZID is used indtemical and processing industries after

the conceptual design stage and before the detailed design stage. A set of guide words are put
together, usually based on existing checklists, to use in a workshop to identify the safety problems
that must be takeaccount of in the design. A HAZID workshop for the proposed Gunns pulp mill in
Tasmania can be found &tp://www.gunnspulpmill.com.au/lIS/V15/V15 A48.pdomeof the
techniques revieweldter in this paper have a checklist approach to identification within them, such
as the key words in a hazard and operability study (HAZOP) (Seciion

Checklists have the advantage of uniformity ofrapph and they help to ensure common problems

are not missed when similar risk assessments need to be carried out (as in the case of BA). Since they
are based on past experience, they do not identify new and emerging issues. Checklists need to be
regularlyreviewed using information from research, expert opinion, or more imaginative

identification methods to ensure that they continue to be useful. Checklists of pests of potential
quarantine concern are clearly a sensible protocol for evaluating what ®auirget gamage to a
countrydés environment or economy, provided they
assessments, for instance, were to be extended beyond a single commodity and region, to include all
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potential pathways of entry, then mareative methods for considering exposure pathways may be
warranted.

4.5. Summary of data analysis techniques

To analyse data effectively using conventional statistical means such as control charting, one needs to
know what one is looking for in order toleet the right data set and analyse it in the right way.
Conventional data analysis methods therefore provide a good way of obtaining an early warning that

a risk that has been identified is in fact occurring, or that conditions likely to increase tho# fesle

are arising. Control chart technigues require a string of data points before loss of control can be
detected. Thus they often cannot detect a rapid onset risk before it has already ebtagted.
outbreakssuch as thEMD and Elexamples usedtdevelop hypotheticala the case studies used

in this reportaresudden.

Modern datamining techniques can automate alerts to loss of control, and could be applied across a
wide range of existing data sets to identify changes. Data from public hedl#mvironmental areas

could be of relevance, as well as data collected through the biosecurity and agricultural systems. The
alerts could then be reviewed for possible indicators of new and emerging issues. This is not
commonly practised at present, ahd majority of applications for data analysis techniques aim to
provide early warning of the appearance of known risks. Expert data analysis systems such as that
being explored by in the Netherlands also show significant promise as a means of ideamidlying
communicating risks. So far, only a specific biosecurity example has been tested and the utility for
biosecurity and quarantine operational conditions would need to be evaluated further.

This section has provided only a very brief introduction &ube of data to identify risks and

emerging issues. Burgman (2005) gives a more detailed review of control charting techniques, and
discusses their application for environmental risk. More information on the statistics of the
techniques can also be fouimdthe ACERA report 0605 by Fox (2007).
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5. Process-based methods

5.1. Introduction

Processhased methods take as their starting point a process or procedure and work through it to
consider problems that might arise at each step. Methods considered heee Fadluet Mode and

Effect Analysis, (FMEA), Hazard and Operability Studies (HAZOP), and Hazard and Critical Control
Point analysis (HACCP). They were developed for different industries and purposes, but all consider
each step of a process or procedurearalyse what can go wrong and how to prevent this

happening. Each has been adapted for application outside the original purpose for which it was
originally designed, and each has been extended to cover processes and procedures as well as
equipment. In somadaptations, the distinctions between the techniques have become blurred.

5.2. FMEA

Failure Mode and Effects Analysis (FMEA) was originally developed to identify possible failure
modes of equipment to improve equipment reliability in military and aviatiphcapions (MIL

STD1629A 1949). It was adopted by NASA in the 1960s, and by the automotive industry in the
1970s. It has been extended to apply to processes and procedures and to include human as well as
equipment reliability.

A failure mode is a descripon of an undesired causdfect chain of events (MHSTD-1629A,
1994). It is a statement of what is observed to go wrong (e.g. the car stops).

The effectis the adverse outcome of the observed failure. This may be a chain of consequences (e.g.
late forwork and miss important meeting and consequently lose contract).

The mechanismis how the failure occurs (e.g. ran out of petrol).

There is a further level of analysis that is not usually part of FMEA that is the causal analysis of the
mechanism (e.gvhy the car had no petrol). This is investigated by one of the root cause analysis
techniques described in the next section. FMEA is carried out by a team of experts who understand
the process or equipment, its functions, and how it might fail. The telasideos each element of a
process or item of equipment in turn and considers its function, its failure modes and mechanisms,
the effect of failure, and how failure would be detected before it was too late. Current controls for
each failure mechanism aresalreviewed. Table 1 shows an example of how information for an
FMEA for pumping water might be recorded.
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Table 1. Example of FMEA report.

Item Pump
Function What it should do Pump water at 76
Failure mode | What is observetb go wrong Pump stops (bearing seizes)

Mechanisms | Physical chemical or engineering cause | Contamination in bearing

Failure effect | What is the observed outcome Overheated process
Detection How to detect before it is too late Temperature gauges

Current Provisions in the design for prevention an Sealed bearings, preventativi
controls protection maintenance

The FMEA process can be carried out at different levels. For example, the system as a whole can be
considered where the pump is one componeéerddtively, the pump could be taken as the system
under review, with the bearing and seal, etc., acting as the components considered. If applied with a
high level of detail, the process may miss some sysiila failure modes (Bednarz and Marriott

1988).If applied at a system level, it may miss the opportunity for detailed design improvements.
Ideally, FMEA for new equipment would be performed several times from the early design stage to
implementation.

FMEA is used to identify potential failures in passes or procedures in a similar way, but instead of
considering each component of equipment, each step of a procedure is analysed. Process FMEA
usually involves some steps where the failure mode is a human error. As with FMEA based on
equipment, the erranode and mechanism must be identified rather than possible causes. The error
mode is what is observed to be done wrong and the mechanism is how it occurs. Causes of error
modes (such as distraction or lack of training) are not identified in FMEA. InaleRMEA is a
time-consuming process and not often practicable to implement on a routine basis. Its main
application is to test newly developed equipment and procedures, especially those for which there are
very significant costs of failure and exposuaghpvays may be complex. Biosecurity includes many

such contexts.

5.2.1.FMECA

When a large number of failure modes are identified, a criticality rating may be added. The technique
is then known as Failure Mode and Effect and Criticality Analysis (FMECA). Titieatity analysis
rates the different failure modes according to their importance, so the most important failure modes
are addressed first. It may be qualitative, squantitative, or quantitative.
There are a number of different ways criticality candiefined. Common methods are:

mode criticality

risk level, and

risk priority number.

The mode criticality index relates the criticality to the probability that the particular failure mode
will result in failure of the system. The same guint (failureof the system as a whole) applies to
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each mode so consequence is not taken into account in this method of defining criticality. Mode
criticality is defined as:

Failure Effect Probability * Mode Failure Rate * Operating Time of the System

This method of dfining criticality is most often applied to equipment failures where each of these
terms can be defined quantitatively.

The risk levelis obtained by combining the consequences if a failure mode occurs with the
probability of the failure. It is used wheonsequences of different failure modes differ. Risk level
can be expressed qualitatively, sequantitatively, or quantitatively.

Quantitative analysis uses measured failure rates and a measure of the failure consequences (often in
dollars). In sempuantitative analysis, a criticality matrix is used that has the scales defined in
numerical terms that represent orders of magnitude for severity of consequence and probability of
failure. Figure 3 shows a typical criticality matrix. The horizontal axis beagtefined in dollars

(with each scale point increasing by an order of magnitude), or on a qualitative scale defining
importance to a mission or injury and death. The vertical axis defines probability or frequency of
failure.

Inc
crit

Increasing probability

Figure 3. Example of a criticality matrix (Mil std 1629A 1980).

The third method of criticality analysis allocateRiak Priority Number (RPN) to each failure
mode. This is obtained by multiplying humbers from rating scales between one and 10 for
consegence of failure, likelihood of failure, and ability to detect the problem. A failure is given a
higher priority if it is difficult to detect. This method is used most often in quality assurance
applications, and was used by Hayes (2002c) looking at imfiefetilure modes from ballast water.
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5.2.2.Applications of FMEA

FMEA can be applied to functions and systems, component or subcomponents, processes, and the
provision of services and software. In addition to its use in reliability, it is commonly applied to
quality control (particularly in the automotive industry), and for identifying and preventing adverse
events in medicine.

An example of FMEA applied to a process relevant to biosecurity is given in Table 2, which
considers a step in the National Livestddentification System (NLIS) tracing process. The example
shows one mode and mechanism where the tracing system could fail. The details are taken from an
actual failure reported on the NSW Department of Primary Industry website (DP1 NSW 2008).

Table 2. Example of process FMEA applied to animal tracing system.

Description of step Attach tag to ear of cattle

Process step

Function What it should do Identify cattle place of origin year and
tag manufacturer

Failure mode What is obsrved to go wrong Tag from wrong property fitted

Mechanisms Direct cause Left over tags from interstate property

Failure effect What is the observed outcome Potential for diseased animal not to b
traced

Detection method | How you could you detect it bare it is

too late Automatic check in database for

Property Identification Code versus
stated origin

Current controls What provisions are there in the desig
for prevention and protection

Another step of a tracing process is entering data in a compatae error modes here may include

data missed or incorrect numbers entered. The error mechanisms may be losing place in a list or a
typing error. There are many possible causes for these mechanisms occurring and superficial causal
analysis may be coum@oductive. Therefore causes are normally not included in FMEA, and a root
cause analysis or other causal analysis technique is carried out for those failures that are identified by
a criticality analysis to be either high impact, high probability, oh lhigk. Causes of error such as

lack of experience or distraction should not be entered in an FMEA table. A taxonomy of error modes
and mechanisms that can be used as a checklist is discussed in &ection

5.2.3.HFMEA i application of FMEA in healthcare

Traditionally, the healthcare industry has taken a quality control approach to patient safety assuming
that procedures can be defined to prevent adverse events, and quality control systems can assure that
procedues are followed. A number of highly publicised failures demonstrate that this approach is not
working well, and healthcare managers are increasingly using formal risk assessment techniques to
identify potential failure modes and to define controls thahateso heavily reliant on people

following correct procedures.

The Joint Commission for the Accreditation of Healthcare Organizations (JCAHO) in the US requires
hospitals to carry out a proactive risk assessment on at least onéskigbtivity each yar for each
accredited program. Healthcare FMEA (HFMEA) was pioneered by the US Department of Veteran
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Affairs as a suitableechnique for fulfilling this requirement (McDonough 2002; Derosteal. 2002;
Stalhandsket al.2003). Details and trainingmatéd al s ar e available on the d
(Department of Veterans Affairs 2008).

Some of the healthcare examples demonstrate clear applicability to animal as well as human health
issues. For example, FMEA was used at a Rhode Island hospital twégurveillance in the

process of admission screening of higtk patients. Only an abstract has been published thus far, but
the authors concluded that not only was the process useful for gaining a better understanding of
possible failures of a complescreening process, but it also facilitated communication among the
various departments and resulted in creative and sustainable solutionsgiMidrad05).

There is now a large number of published practical applications of HFMEA internationally,

partiaularly in the US where it is a legislated requirement, but also in other countries, because it has
been found to be useful in prevention of adverse events. Many of the applications in healthcare relate
to processes and procedures and to quality assurbpoecesses. Table 3 provides a few examples

from different countries.

In Australia, HFMEA is mentioned on clinical risk websites of health departments in a number of
states, but there is no legislated requirement for formal risk assessment for acmetiththere do
not appear to be any published practical examples of its application in Australian hospitals.

5.2.4.Application of FMEA in biosecurity

FMEA has not been widely applied in the agriculture or biosecurity fields. Hayes (2002c) applied the
basic MEA technique to investigate the potential spread of marine organisms from small boats. The
study started by identifying all the components of boats that could be infected, then identified the
infection modes. These were then given a risk priority numpeoimbining environmental

suitability, likelihood of occurrence of infection, and likelihood of detection. Each was allocated
points on a 1{point scale that were then multiplied to give a risk priority number. This technique was
called Infection Mode anHffect Analysis.

DEFRA and the Environmental Agency in the UK used FMEA to assess the reliability of flood and
coastal defences in the UK. This area falls unde
responsibilities (Buijs 2007).

5.2.5.Strengths antimitations of FMEA

Strengths

The method is reasonably intuitive and can be applied with little training. It can therefore provide a
useful format for brainstorming and stakeholder involvement in identifying how equipment,
procedures, or controls for riglan fail. It can be applied at a systems level or a detailed level as
appropriate. It is very thorough and identifies a large number of possible failure modes. The format
demonstrates the thoroughness of the technique, providing evidence for audit pugtbses. It
considers explicitly where monitoring is critical for early detection of failure.

Limitations

FMEA can be costly in persdmours unless the number of components or process steps it is
necessary to analyse, or the number of failure modeaabf step, is relatively limited in number. It
can thus become impractical for analysing a process with a large number of steps where human
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failure modes and mechanisms are involved, unless the magnituaepaitémtial consequences
justifiesthe expendiire.

It is useful for analysing failure modes of equipment, of current controls for known risks, and for
processes that are relatively simple.

Successful FMEA depends on the knowledge of failure modes of the experts in the team. The method
does not seeto identify new modes and mechanisms of failure; instead it draws attention to
weaknesses and the susceptibility to known failure modes (Leveson 1995).

FMEA identifies single point failures. It will not identify failures that require multiple coexisting

faults, or where system failure is due to the poor quality of a number of elements rather than failure
of any single one. In biosecurity contexts, its main utility may lie in reassessing existing operational
procedures, to identify weaknesses, and amtieifaults. It may also be useful to improve

understanding of the relative importance of various steps in complex exposure pathways for pest risk
assessments.

5.3. HAZOP

A Hazard and Operability study (HAZOP) aims to identify pathways by which failuresrotags

can occur resulting in either physical harm or inefficiencies. HAZOP was developed by ICI with the
first comprehensive guides to its use published in thel®iDs (Chemical Industries Association
1977). HAZOP is usually carried out at the detadedign stage of a process plant or a change to
process plant with the aim of improving process design. HAZOP starts with the flow and control
diagrams that represent timention for the construction and operation of the plant or process. The
following steps are then carried out:

Each section of the diagram representing the plant or process is considered to define the intention
of the section and any specified conditions needed to achieve it.

Key words are applied to each intent and condition to seekymsgiviations from design
intentions.

The deviations are considered to decide whether they are important and if so, possible
mechanisms and actions are recorded.
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Table 3. Examples of HFMEA published in the scientific literature.

Wetterneck TBSkibinski K, Schroederx

Human Factors and Ergonomics Society Ann

Challenges with the Performance of Failure Mode a

M, Roberts TL andCarayon P us Meeting Proceedings, Medical Systems and | Effects Analysis in Healthcare Organizations: An IV
Rehabilitation, pp. 1768712 (5). Medication Administration HFMEA.

Kimchi-Woods J and Shultz JP 2006 Joint Commission Journal on Quality and Using HFMEA to assess potential for patient harm

us Patient Safety2 (7), 373381. from tubing misconeactions.

Linkin DR, Sausman C, Lilly5, Lyons C, Clinical Infectious Disease&l, 1014 1019. Applicability of Healthcare Failure Mode and Effects

Fox,Aumiller L, Esterhai J, Pittman B and | 2005 US Analysis to Healthcare Epidemiology: Evalioat of

LautenbacliE the Sterilisation and Use of Surgical Instruments.

Esmail, Cummings, Dersch, Duchscherer, | 2005 Health Care Quarterly8, 73-80. Using HFMEA Tool to review the process of orderin

Glowewr, Ligett, Hulme Canada and administering potassium chloridedgpotassium

phosphate.
OuellettePiazzo K Asfaw BandCowen J US 2007 | Radiology Managemer9(1) 3644. Healthcare failurenode effect analysis (HFMEA): the
misadministration of IV contrast in outpatients.
Greenall J, Walsh D and Wichman K 2007 Canadian Pharmacists Jourtdl(3) Failure mode and efféexanalysis: a tool for identifying
Canada | http://www.pharmacists.ca/content/cpjpdfs/mg risk in community pharmacies.

_jun07/SafetyFirst.pdf

Gilchrist M, Franklin B, Patel D and Jignesh| UK 2008 | Journal of Antimicrobial Chemotherapy An outpatient parenteral antibiotic therapy (OPAT)
62(1),177183. map to identify risks assatied with an OPAT service

Day S, Dalto J, Ox J, Allen A and Listrup S| US 2007 | Quality Management in Health Caté(4), 342 | Use of failure mode effects analysis in trauma patie
348. registration.

Federici A Consolante CABarca A ltaly Annale di Igienel8(6), 46779. Risk management in_ a regional screening program 1

Baiocchi O Borgia P Marzolini L and 2006 breast cancer in Lazio, Italy.

Guasticchi G
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Key words seek to prompt thinking through recall of experience and intuitions among
participants. Words may be varied to suit the circuntsts, but are generic words for deviations
such as o6nonebo, 6too | ittl eod, 6t oo much?o, Orever

The HAZOP process can be illustrated by considering an example in the processing of carcasses
in an abattoir. One step in the processashing the carcasses. The design intent is to
decontaminate the carcass. The conditions for successful cleaning are a certain flow of water and
temperature of water. Applying HAZOP, each key word is applied to each condition. For
example, what if the tengpature was too hot? The team considers whether this would matter,

what would cause it, and how it would be detected, then moves on to the next condition. What if
there was no water flow, or too much, or too little? What if something other than watet flows

The questions asked are: how could this happen? What would be the effect? Would it matter, and
how would we know?

The essential distinguishing feature of HAZOP is that it looks at possible deviations in design
intent and operating conditions, and woblegk to identify failure mechanisms. In contrast,

FMEA starts from failure modes and mechanisms and works forward to identify effects. HAZOP
identifies where problems could enter the system as a result of a failure in the internal process. It
suggests whermonitoring is required to recognise these problems, and it looks at failures that
could result in decreased efficiency as well as safety issues.

HAZOP does not specifically address the nature of the hazard being controlled or how it might

enter the sysim. Continuing with the example of carcass washing, HAZOP does not attempt to

identify the range of pathogens that might arrive with the animal, or consider the design of the
abattoirdos system to control them.denffledenaHAZOP pr c
process of Preliminary Hazard Analysis (PHA), and that the process design had been intended to

address these hazards. It would then seek to identify how the design could fail.

5.3.1.Application of HAZOP

HAZOP was originally developed to identifytential safety and operational problems in the
design of processing plant and equipment where this form of design verification provides
considerable cost savings in the commissioning phase. It is used both for initial design review,
and when changes rib be made to operating process plant. HAZOP can also be applied to
equipment where FMEA would be the more conventional technique. For example, the IEC
standard on HAZOP provides an example of an application to an automatic train protection
system (IEC 201). HAZOP has been applied to computer software where the process is known
as CHAZOP (Kletzt al. 1995), and is increasingly applied to procedures as well as equipment.
SCHAZOP, an application of HAZOP to management systems and safety culture, isediscus
under human error analysis methods in Sectién

5.3.2.Applications of HAZOP in biosecurity, farming, and food safety
applications

HAZOP was developed for processes in the chemical and processing indugtepgplies to
anything that can be divided into elements for each of which a functional output or design intent
can be defined.
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Some of the applications published as HAZOP differ significantly from the original intent of the
process. Mayers and Kilby988), looking at a food safety application, started by identifying
hazards rather than the outcomes of failure. The process they followed would be known in the
chemical industry as HAZID rather than HAZOP, as it starts with a generic checklist of hazards
rather than deviation words to prompt Owhat

Table 4 shows the factors considered at each step of the process by Mayers and Kilby (1988). The

approach is quite different from the keyword approach of HAZOP, where simpétidekey
words are applied to required conditions and outcomes.

Tabled4. HAZOP analysis property words (Mayers and Kilby 1988).

Microbiological hazards

e Factors affecting change in microbial numbers: raw materials and produatdtiom and
composition, time, temperature.

e Factors affecting contamination: people, process equipment, environment, packaging
materials.

e Compliance with legislation and standards: international, national, trading standards, in
house standards.

Foreign body hazards

e Factors affecting contamination: origin, greatment, processing and storage of raw
materials and product, people, process equipment, environment.

e Compliance with legislation and standards.

Chemical hazards

e Factors affecting contamination:igin, pretreatment processing, and storage of raw
materials and product; non foggade materials, processing.

e Compliance with legislation and standards.

Product quality hazards

e Factors affecting product taste, odour, texture and appearance: produdéafiom structure
storage, processing; microbial and chemical contamination; chemical reactivity.

Some of the literature describing applications of HAZOP uses the key word approach but misses
the other main distinguishing feature of HAZOP; i.e. thatdtts with the observed deviation

from what is intended and then moves on to consider cause. For example,19&%3pplied

HAZOP guide words to a review of controls for ecological risks of ballast water. The starting
point was a list of ballast watand sediment management control options from Caétath

(1995). The deviation guide words were applied to each control. For example, one control is
biocide addition. The analysis explores the cause and effect of too much biocide, too little,
addition bo slow, addition too fast, and other than biocide, then moves on to the next control.

The way guide words are used in this application differs from conventional HAZOP in that they
are used to identify failure modes of controls rather than failureg imtbnded outcome and
conditions. A conventional HAZOP would identify the intention of the addition (i.e. kill

biological organisms), then consider more organisms killed, not all organisms killed, other than
the intended organisms killed, and so on. Tlagd$ example (which is probably more useful

than traditional HAZOP in the context) is more accurately considered to be a guide word FMEA.
As with any method based on analysis of control failures, it is presupposed that the controls are
appropriate to thasks. When applied to controls, it will identify the result of a control failure but
does not identify new issues requiring new controls.
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5.3.3.Application of HAZOP to genetically modified organisms

An attempt to adapt HAZOP to identify risks associated vhighimtroduction of genetically

modified organisms (GMOs) was made in the UK in the early 1990s. The Royal Commission into
Environmental Pollution set up a hitgavel working party of experts in genetic modification and

in the use of HAZOP to see if HAZOBWd be adapted to assess risks of development and
introduction of GMOs. It was intended that the method would be used by those required to assess
applications to release GMOs.

A report was published in 1991 describing the adaptation, called GENHAZ (HIMSO. The

efficacy of the method was demonstrated in an application to a hypothetical modification of a
potato by insertion of a gene coding for an imaginary protein TP in leaves of the plant, which was
toxic to a specific caterpillar pest.

In chemicalapplications, HAZOP starts with the line diagram of the process plant and first
identifies the intention of each component. The working group found no obvious equivalent to a
process plant line diagram that could be used as the basis of identifyingpmteanid conditions.

They recommended instead considering each step of the process of modification and release, and
also the components of a GMO (components being the construct, the recipient or host, and the
product).

In the case of GMOs, the intentioosthe steps and the components of a GMO are rather more

complex than their chemical plant equivalents. Therefore a questionnaire was developed to help

users identify the intentions to which guide words would be applied. For example, one question in
thecmstruct section of the questionnaire is, O6wha
The answer will identify the donor. Application of keywords leads to discussion of the possibility

of transferring none, part of, more of, or the wrong partefthd onor 6 s nucl ei ¢ aci d.
HAZOP, in the GENHAZ method, consequences, causes, and actions needed are recorded before

proceeding to the next question in the questionnaire.

The Commission recommended that the Government, with the assistance of gw@yAdvi

Committee on Releases to the Environment (ACRE), should arrange for full trials on real rather

than hypothetical examples, then consider whether to integrate GENHAZ into procedures for the
assessment of GMO releases. Full trials were carried ouin 4994 DEFRA published a

research report entitled, O6An Evaluation of GENE}
to Release Genetically Modified Organisms into t

Before its release at the end of 1993, the Royal Commission receivefl eeport and
commented:

We are concerned that the essential purpose of GENHAZ, and the Commission's views
about it, may not have been fully appreciated. It appears from this response that the
method was criticized on the grounds of not being quavi. This may have arisen
because the analogy with the HAZOP system used in the chemical industry has been
pushed too far. The Commission is very well aware of the complexities of the natural
environment, and the purpose of GENHAZ was not (as the Goetsmresponse

implies) to produce quantified results of the kind produced by HAZOP. We agree that
appraisal of proposals to release genetically modified organisms into the environment
requires a qualitative approach. In view of the difficulty and unfamiii of problems
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raised in many cases, the aim of our recommendation was to create a structure which
will make those responsible for appraisal approach suclblpros in an interdisciplinary
way and employ lateral thinking to identify unfamiliateractions (RCEP 1993)

HAZOP is not in fact a quantitative technique and neither is there any suggestion of

quantification in the 1991 report, so it appears that the intent of GENHAZ was misunderstood by
those reviewing it. GENHAZ appears in more recent UK Gavient documents only to be

noted as a report that sold very few copies. It therefore appears that in spite of a strong
recommendation from an expert panel, the method was not adopted. In Australia there is
reference in Hansard in answer to a Parliamer@amgstion to GENHAZ as one possible risk
assessment technique for the introduction of GMOs, but no reference to its actual use in Australia
could be found.

Like HAZOP, GENHAZ requires a substantial amount of work involving multiple def
workshops of aeam of people. Like HAZOP, it provides a great deal of detail on possible
failures and a long list of actions to minimise them. There are, however, a number of major
differences between HAZOP, as it is applied in the chemical and process industries, and
GENHAZ that might account for the apparently low uptake of the method.

¢ The checklisbf-questions approach to identifying intentions as the starting point in
GENHAZ is a much more complex starting point than a line diagram of a process plant
that will exig for other purposes. A questionnaire is likely to be necessary for other
biological applications and would have to be designed differently to suit each application.
This would require significant work from a team that includes experts in the biological
aplication and in HAZOP.

e HAZOP is demonstrably cost effective in the chemical industry because it identifies
problems at the design drawing stage prior to the process plant being built. Changes made
at this stage are very substantially cheaper than chamapks when a hazard or an
operability problem is found during commissioning or operation. There is no obviously
equivalent operational cost saving from carrying out GENHAZ.

e HAZOP has become regarded as essential good practice for management of change in
chemical and process plant. Failure to undertake HAZOP is considered to be a failure in
management in the event of an incident and inquiry; i.e. HAZOP has become an
expectation of the Courts (Dawson and Brooks 1999). There is no regulatory driver of
GENHAZ.

e The state of knowledge on GMO is such that when consideration of a key word raises a
guestion, the answer may not be known. Many of the actions in the case study example in
the 1991 report were in fact questions requiring further research. This is fubtatisee
stage of the project where approval is being sought, which is generally after the research
phase.

e HAZOP is applied in the chemical industry when there is a reasonable expectation that
failure would bring significant harm to the community. Apgtion of HAZOP is a
demonstration that everything reasonably practicable has been done to prevent this. This
scenario has not clearly arisen in the context of GMOs.

GENHAZ was intended to be a tool for those who must assess applications for release,of GMO
and was apparently rejected for that application. It might still find application in other contexts,
however. The only successful application of GENHAZ that could be found in the literature was
that reported by Williams (2000) in Australia to considertiisks of introducing genetically
modified organisms to control mice. Although GENHAZ and HAZOP have not found application
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in practice, the guide word approach to considering deviations from the expected is a useful
concept that can be applied outsideftieHAZOP process as demonstrated by Hayes. The
GENHAZ experience is an important lesson in the sensitivity of adoption of a method to the local
nuances of a decision problem. Many biosecurity questions would have much in common with
the GENHAZ contextdifferent opinions regarding consequences, poor understanding of cause
and effect, lack of regulatory motivation). Some routine operations in the biosecurity continuum
may fit the &échemical pl antdéd model closely,

5.3.4.Strergths and limitations of HAZOP

HAZOP and FMEA produce basically the same type of information; however, whereas FMEA
canbe applied equally at a systehtock diagram or component level, HAZOP applies to a

detailed design where the design intent of eaetmeht or component can be defined. HAZOP is
less intuitive than FMEA because it starts from the unwanted outcome and works backwards,
rather than starting from known failure modes. This direction of thinking does, however, allow
unwanted outcomes due to ltijple component failures, or interfaces between components, to be
identified (which is a weakness of FMEA). The requirement to seek failure modes for all possible
deviations to the design intent may identify new failure modes not within the direct expeife

the team.

HAZOP, like FMEA, is thorough and detailed but very tionmnsuming. When it is applied at the
design stage of processing equipment, it has proved to beftadive because it identifies

design problems before the plant is built andhgeabecomes expensive. Making changes to
procedures is less costly than redesigning plant, so thévensfit of HAZOP in this application

is less clear. HAZOP is therefore likely to be of most value in identifying risks in processing plant
or in computesoftware systems and for procedures where consequences of failure are extremely
high warranting a detailed understanding of what failures can occur.

HAZOP has two defining features. One is diagnosing failure modes by first thinking about
unwanted outcoes (rather than the other way round), and the use of guide words for deviations.
These two features can also be used independently of each other. For example, deviation guide
words are useful for identifying human error modes for Human Reliability AnalyssFMEA.
Causal analysis techniques, such as Fault Tree Analysis (Segtessentially start with a

failure and work back to failure modes.

HAZOP is applicable when a line diagram can be drawn tfrelgments of a process to provide
the structure for identifying problems. This diagram may represent a physical process or a
procedure. Adaptation to applications where simple elements cannot be identified (such as
demonstrated in GENHAZ) is complex.

5.4. HACCP

The Hazard Analysis and Critical Control Point (HACCP) method was first proposed at the 1971
National Conference on Food Protection (APHA 1972). It was initially designed as a quality
assurance tool by NASA for food to be used in spacecraft. It wiis@pp minimise food safety

risks in food processing plants, and its application rapidly extended to catering establishments
(seeBryanet al.1980). In 1993 HACCP was adopted by the FAO/WHO Codex Alimentarius
Commission.
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HACCP is mandated in many cotias, usually commencing when the farm output begins to be
processed into food. For example, in the US the Department of Agriculture established HACCP
requirements for meat and poultry establishments in 1996. Similar HACCP requirements for
seafood were regyed in 1997 and for juice in 2002 (USDA 2008). In the US, HACCP is not
required onfarm, and the regulation begins at the point of processing,

The EU and some other countries also mandate HACCP for animal feed production. The EU
requires that food ahfeed business operators must monitor the safety of products and processes
under their responsibility, follow general hygiene provisions for primary production, develop
HACCP principles, and register establishments with the appropdatpetent authorigs. Again,
HACCP is not required for primary producers. Australia also has mandated requirements for
HACCP for food processing but not for-éarm processes except for industries such as dairy,
where a level of food processing occurs on farm.

The HACCP pocess consists of five preliminary steps and seven principles (WHO. TB99)
preliminary steps are:

assemble HACCP team;

describe the food and its distribution;

describe the intended use and consumers of the food:;

develop a flow diagram that describhe processand

verify the flow diagram.
The main HACCP procedure is defined in seven principles.

Principle 1: Conduct a hazard analysis.

In the food context, this involves identifying relevant physical, chemical, and biological
contaminants of the foo&uidelines vary in the amount of detail they give for how the
hazard analysis is done. In some cases, brainstorming with a checklist is advised. Others
recommend a detailed consideration of each input to the process at each step of the
process, and the mement of people to identify what hazards could enter the process
(Canadian Food Inspection Agency 2008).

Principle 2: Determine the critical control points (CCPs).

This involves reviewing each step of the process to see if it is a CA#nAN the
proaess will be a&CCPIf:

it is associated with the hazard being considered;

reduction and control of the hazard is possible at this step;

measurement (of the condition or the hazard) is possible, and

control at this step is necessary to reduce risks toofsumer.

Figure 4 shows a decision tree for identifying CCPs.
Principle 3: Establish critical limit(s) for measurable parameters at the CCP.

Principle 4: Establish a system to monitor control of parameters at the CCP.
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Principle 5: Establish the correctivaction to be takenvhen monitoring indicates that a
particular CCP is not under control.

Principle 6: Establish procedures for verificatioto confirm that the HACCP system is working
effectively.

Principle 7: Establish documentationoncerning all procedes and records appropriate to these
principles and their application.

HACCP is a technique for controlling hazards and identifying early warning signs that indicate
deviations from the operating conditions required to maintain food quality and sadetrdd are
identified as one step of HACCP, but the focus is on control monitoring and quality assurance.

HACCP does not necessarily consider in detail how hazards (physical, chemical, or

microbiological) can enter the process, but rather where hazard® aetected and controlled.

HACCP also does not consider specifically the effect of deviations in the process, or human and

equipment failures although these may be recognised during the hazard analysis stage. Often in

food processing, the presence giaghogen may be beyond the direct control of the organisation.

For example, it may be present in the raw ingredient or in the air or water. The food processing
companyé6és role is to detleadertoiunderiake a HACEP gydyoces s ar

there must be a clearly defined process;
hazards or sources of harm must be able to be readily identified;

it must be possible to apply means of destroying the hazard. (e.g. it must be possible to
destroy bacteria without damaging meat), and

success othe control must be able to be monitored.

48



Insert Project Title

‘ HAZARD
Modify the Step, |
Process or >
Product |
Is Control [ MNo = are Preventative
- ]
MNecessary? Measures in Place
Do the Measures --.::j_':'\_(:a-é'::j.':-'-
< No = Reduce the
Hazard?
.:::j::"r\-l':':i':'_;::- Could Hazards
_ Reach
- Unacceptable
Levels?
l..-_-_'_'_'_:*._"é's'::_';;.—.--
—Yes Will a Subsequent| — No
B | Step Reduce or -
Eliminate the
Hazard?
k k4
NOT A CCP ‘ CCP ‘

Figure 4. Critical Control Point Decision Tree.

5.4.1.Applications of HACCP

HACCP is generally applied in the food industry where the food can be described as a product
being processed. Sorpeoducts (e.g. minimally processed vegetables) do not lend themselves to
a HACCP approach.

Over the past few years, there has been discussion of the application of HACCP throughout the
process 6from farm to tabl ed&eUSDepartrhreatofd Saf ety | r
Agriculture was urging the use of HACCP at farm level in 1997. Since that time, there has been
considerable discussion on its practicality. For farms where tfi@onprocedures can be

considered a food process, such as dairy, HAGCGRearly applicable. All dairy companies in

Australia require their suppliers to implementfarm HACCRbased quality assurance programs

(Dairy Australia 2008).
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For industries that are less process based, it is less clear that it is the most efipctaeh.
Sperber (2005) suggests that HACCP does not work at farm level because there is a lack of
definitive CCPs. He suggests that Salmonella outbreaks and othdvdoweldiseases still occur,
often through poor hygiene or control practices, andHRECP must be supplemented with
goodagricultural practice (GAP) and management awareness of sources of risk and controls.
Horchneret al.(2006), from the Australian Meat Industry, suggest HACCP works, but is
complex and difficult for farmers to apply. &phalso argue that codes such as GAP are as
effective at maintaining quality as application of HACCP. On the other hand, Baiab&004)
evaluated the extent to which fatevel quality assurance programs addressef@ion
microbiological risks and cwluded that there was a missing link in managing food safety risks
in the supply chain that could be bridged by applying HACCP on the farm.

The decision rules for identifying CCPs suggest that a step is not a CCP if a subsequent step in
the production pcess is able to eliminate the hazard, or reduce its likely occurrence to an
acceptable level. This has been interpreted as implying that a hazard should be controlled at one
control point only, and hence if it can be controlled at the food processimg stagtrol points

within a farm are not CCPs. Heggum (2004) argues for HACCP on the farm and points out that if
the farm output is taken as the gmuint of the process, rather than the food for human
consumption, then efarm control points can be CCPs.

Heggum (2004) recognises the difficulties of applying traditional HACCP at the farm level, but

suggests that the HACCP principles can be applied in the development of practical codes of good
practices (where the aut hor).dheoitcomehdtheHAGE@ act as
study are then a list of practical measures and routines similar to traditional codes of practice. He

also provides a detailed demonstration of HACCP to the production of animal feed. This is shown

in Table 5.

An early attemptvas made to apply HACCP at farm level to reduce salmonellosis in pigs
(Simonseret al.1987). Their method has a simplified diagram of pig production, considers
external inputs and interactioaseach stage, and identifies where the pathogen can enter th
system and how to prevent its entry. A more detailed study that used HACCP to develop codes of
practice for biosecurity in the Australian egg industry was carried out by Grimes and Jackson
(2001). This application is interesting in that the hazardsairead safety hazards but pests and
diseases that might affect poultry health. The HACCP analysis starts with a flow chart of the
procedures carried out in egg production, starting from shagbsatd chick placement to the
end of laying, hen removal aistied cleafup. The central steps of pullet growing and egg laying
involve a number of activities that will be carried out routinely, rather than sequentially as in
most food processing applications. These are listed astepb.

The inputs at the stepisat could have the potential to introduce hazards (such as chicks, feed,
water, wild birds, etc.) are listed. This flasharting step is more complex than in traditional
applications of HACCP. Hazards (i.e. pests and diseases) are identified, togethenwwihey

are controlled. Hazards are mostly identified by research and knowledge, as is common practice
in biosecurity risk assessments. The list of inputs is then reviewed to identify how hazards might
enter the system.
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Table 5. Application of HACCP to industrial feed (Heggum 2004).

Step|Title of step Specific considerations

1 |Assemble Must be multidisciplinary, including expertise in practical farming and anim
HACCP team physiology, and veterinary matters (including vetary medicine).

2 Describe feed Description must include sufficient data and information to identify and eva

occurrence of any potential hazards; e.g. chemical, physical and biological
characteristics of the feed, ingredients used, their sourca(spreduct
composition and physical/chemical structure, any treatments used that affe
hazard levels (e.g. heat treatment), packaging, durability and storage cond
and method of distribution.

3 Identify intended |Expected use for the end usar(her), natural variation in transfer rates betw

use species, individual animals, intended/typical amount (doses).

4 Construct flow  |Should cover all steps in the operation for a specific product, including

diagram interactions, rework and recycling, arfibsild cover detail to a degree that
enables the identification of where additional hazards may occur or increas
level, and show the sequence of steps.

5 Confirm flow Check whether the flow diagram is constructed in conformity withtjoedc

diagram on site |operation during all stages and hours.

6a |List all potential |Those relevant for food safety that may be expected to occur during the wt

hazards feed chain, using the information gathered in Stégs 2
6b |Conduct a hazarc|ldentify for the HACCP plan which of the hazards need be eliminated or rec
analysis to acceptable levels to meet emebduct requirements and targets that will en
the production of a safe food derived from the animal to which the feed will
administered.

6c |Consideratin of |To determine those that are available and can control each hazard to the ¢

control measures|required.

7 Determine CCPs |To be done at processing steps that have a significant impact on the prese
the hazard, taking into account the perforo&needed to achieve the requirel
outcome.

8 Critical limits for |To define when a CCP is functioning correctly.

each CCP
9 Monitoring Determination of the scheduled measurements or observations of the CCP
system required, relative to critical limits, eeled to evaluate the correct functioning ¢
the CCPs.

10 |Corrective action:|Predetermination of actions, when critical limits are exceeded; i.e. actions 1
bring CCPs back into control, and actions that ensure the proper dispositio
affected feed.

11 |Verification Methods, procedures and tests to determine if HACCP is working correctly

procedures (includes audits and sampling/ testing, but also other means).

12 |Documentation |The information needed to demonstrate that the HACCRalsrdre in place an

and record are being maintained. Includes the rationales for excluding any potentially
keeping significant hazards from control, how CCPs and critical limits have been

determined, and validation of results. Records include the monitoring resul
corrective actions taken, and the verification of results.
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The critical controipoint decision tree is then applied to each step of the process outlined in the
flow chart define where the controls should be applied and monitored. This process is used to
define the required controls. Grimes and Jackson (2001) list good management practices derived
from the application of HACCP to egg production.

This procedure could be followed for biosecurity in other industries, and the model produced by
the egg industrprovides auseful template, illustratindié difficulties of turning the less

structured activities of general farming into a flow chart of processes with defined inputs.
However, may mean that it may be more suitably applied at an industry level toggmheric
guidelines rather than being applied at the individual farm level.

In summary, it appears that the literature indicates that whefl@mractivities are structured and
can be considered a process (such as in the dairy or seafood indus@@PHg#\useful at the
individual farm level. In less structured farming such as in the meat industry, HACCP appeatrs to
be of most use once processing starts (i.e. at the abattoirs)-fanunopractices may be

controlled by an established set of qualitytcolnprocedures such as GAP. These quality control
procedures and risk controls may be defined by a generic HACCP applied at industry level.

5.4.2 Strengthsaand weaknesses of HACCP

HACCP is primarily a quality control technique. WhereBsZOP and FMEA aim to identify in
advance the many different ways the process might fail, HACCP concentrates on identifying and
monitoring parameters that demonstrate the process is working correctly. Hazards are identified
as part of the process of defig the control points that will be monitored and the critical safe
levels, but the technique does not aim to provide detail of how the process might fail. HACCP
can be applied both to processing plant and to procedures. In the former case, the parameters
monitored at CCPs are physical parameters such as temperature. In the latter, the CCPs identify
points in a set of procedures where controls must exist and be monitored, but the controls may
themselves be procedures.

HACCP monitors systems that are alngagerating rather than being a design check as are

FMEA and HAZOP. HACCP may be useful in areas of biosecurity concerned with systems
management. For example, when assessing the possibility of substituting one management system
(or set of quarantine meass) for another, HACCP may provide a useful framework for

evaluating system equivalence and the potential for failures in the candidate system.

5.5. Application of process techniques to biosecurity case
studies

Importation can clearly be defined as a precés a generic level, the process involves removal

of animals from aircraft, transportation to the quarantine station, and care at the station. Care at
the station may involve separate steps such as visits by veterinary officers, grooming and cleaning
out, etc.
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Cleaning equipment |\

Cleaning aircraft Horses Unloaded at
Removal of feed / hay/ D airport

manure
/ ﬂ | Cleaning equipment

| Contact with people |

/ | Removal of waste |
| Contact with other animals | | Transport to Quarantine |

—
\ | Contact with people
| Other birds and animals
Escape of animals
| Contact with people |<\ | During Q

uarantine |
Equipment associated /
with care of horses l
Waste removal
(solid and liquid) | Release from Quarantine |

Figure 5. Possible process steps and outputs for horse imports.

If process techniques are detailed and tomesuming, the most appropriate and practical

approach to reviewing the importation process for weaknessdd tto look initially at the

system generically (i.e. without specifying particular diseases or animals). This would identify
potential weaknesses of the system as a whole. Subsequent studies could be applied to selected
animals or animal groups regardesihigh risk or that present different challenges. Application of
processbased identification technigues to the example of quarantine demonstrates how
techniques often need to be combined and adapted to particular circumstances. This following
section otlines such a hypothetical application.

5.5.1 Application of HACCP to hypothetical El case study

Application of HACCP to quarantine is similar toc
that there are some tinsequenced steps, but other activides ongoing routine occurrences.,

However, inquarantinghe concern is with a hazard escaping from the process rather than being

generated from within the process or entering from outside. Thus rather than identifying inputs at

each step, one needs toritfy outputs; that is, those people and things that leave the process.

Figure 5 illustrates some steps in the import process and related outputs. The central set of boxes
represents steps followed in processing horses on entry to the country. Thepainuesthe

things that are removed at each step that could be potential pathways of disease. In practice, the
6during quaranti neo sstepsphatwould desult irbneore @xit pathddagsd | nt o s
being identified.

Controls can then be defineal prevent pest and disease movement through the identified
pathways. This will produce a list of physical controls and procedures against which current
procedures could be checked, both for whether they exist and whether they are applied. It may
also icentify existing procedures that are no longer useful.
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There is no need to separate critical from-@@Ps on the basis of the CCP decision tree,

because all potential pathways that could allow the hazard to escape need to be controlled.
However, the pnciple of identifying which controls are the most important to monitor, and what
should be monitored, still applies. Many of the controls will be procedures, and failures will not
be immediately identifiable by monitoring physical process parameters itas ¢ase of

conventional HACCP). The choice of what should be monitored will depend on practicalities, the
importance of a particular pathway, and the importance of a particular control in that pathway. In
considering whether a particular pathway isvatd and important, different animals and

diseases may need to be explicitly considered.

A detailed review of all pathways by which disease may escape by a method such as this is likely
to produce more detailed prevention procedures than those builthgabsence of a structured
technique such as HACCP. The analysis confirms that current control procedures match the detalil
of current risks and provides assurance that procedures cover all risks. Analysis of pathways of
escape might be carried out withidneing specifically related to HACCP procedures; however,
HACCP adds the step of analysing what should be monitored at each step and what constitutes
acceptable deviations.

Racing Victoria uses a HACCGIFased quarantine program for the Sandown statidrazard

analysis is carried out for each step of the quarantine management program. CCPs are identified
where hazards may occur, and control monitoring, corrective action and verification procedures
are proposed.

5.5.2. Application of HAZOP to the hypotle!| EI case study

HAZOP applies guide words for deviations to the intent of each step of a process. It checks how
that step might fail to achieve the intent. It does not identify that a step might be missing and does
not identify that a step that doesrmlly exist in written procedures is not being carried out well.
Application of HAZOP to error and management systems failures is discussed in Section

5.5.3 Application of FMEA to the hypothetical Ehse study

FMEA would require an additional level of detail within the process steps shown in Figure 5,
particularly in the step involving care of animals in quarantine. Different care activities would
need to be identified, and the function and failurelesoand effects of that step identified. One
function of many quarantine activities is to contain any viruses, hence the failure modes
associated with escape should be identified. The processes also have other functions, so a much
broader range of potentitilures would be identified. Some issues identified in the HACCP
process above would be identified in a different way. For example, the function of a
veterinaria® sisit may be to diagnose ill health. Failure to diagnose correctly would be identified
and the reasons why this might occur could be explored. The possibility of infection escaping
guarantine via a released infected animal is thus identified through the process of considering
functions of activities rather than directly as an exit pathway.

FMEA would be inefficient and overly timeonsuming if the specific issue is to look for modes

of escape of infection. It would need to be applied to all procedures carried out within quarantine
to find those where infection escape is an effect. In addiEMEA would only consider
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activities that are currently carried out and how they might fail. It would not identify additional
activities that would improve control but are not currently carried out. FMEA would be useful if
specific procedures need to lexiewed to look for weaknesses.

The rationale behind FMEA and FMECA could also add an additional layer of detail to other
methods for identifying pathways of infection and controls. The potential pathways out of the
guarantine system are the failure medé FMEA. In some cases, controls can be defined once

the mode is known. In others, a further level of analysis considering mechanisms is relevant and
useful. For example, in considering the failure pathway whereby disease may be transferred via
veterinarans, mechanisms such as on the clothing, on the hands, or on equipment may be usefully
identified.

A criticality analysis such as that in FMECA may be added, but the conventional criticality
analysis methods are problematic when applied to contratéailrather than component failures.
There is often redundancy in controls (several may be applied in series), so the criticality of a
control depends not only on the probability of failure of the particular control but the probability
that a particular filure will in fact lead to the specified adverse consequences. This in turn
depends on the probability of failure of other controls, and how the controls act together to
control the risk. The criticality of a control also depends on the number of ottetiréd the

failed control protects.

5.5.4 Application of procesd®ased techniques to the FMD case study

A simple HACCRPstyle process analysis of activities at the Pirbright site that looked at hazards
on-site and all exit routes would have clearly idged the potential for liquid waste to carry

infectious virus. In fact, this had been identified and procedures were in place that were part of

the DEFRA licensing requirements for the site. The failure of containment had also been
identified, and complats on the state of drains had been made, but there was a contractual
dispute between the Government owners of the site and one of the commercial laboratories on the
site about whose responsibility it was to fix them.

Although a site HACCP would haveddtified the wastewater system as a possible exit route and

the drainage system as a control, there is hot normally an easy way to monitor conditions of the
drains. So according to decision rules, there is unlikely to be a relevant CCP associated with the
drains. There appears to be a failure to recognise that the drains were a critical control for the site
by the people involved in discussions on responsibility for repair such that the contractual issues
were seen as more important than the biosecuritg$ssThe problem lay within the
communication path to decision makers or the
priority issue that requires swift action, rather than with identification of the problem.

FMECA would probably identify wasteater escape as a failure mode and leaking drains as a
mechanism, but in the absence of past problems with drains, this might not have been seen as a
high probability failure mode. There are also several steps between the virus leaking from a drain
onsiteand the virus reaching a farm. FMEA tends to identify only direct effects; in this case, soil
contamination. Similarly, the possibility of escape of a virus leaving the site on vehicles might be
identified as a failure mechanism but would, under normeligistances, not be seen as critical
because vehicles would not be expected to come into contact with a laboratory virus.

In this case study, there are two failure modes that had to operate together for infectious virus to
leave the site, and the partiacu@mbination of failures is unlikely to have been envisaged in a
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proactive risk analysis using FMECA. In any situation where two events must arise together for
failure to occur, the likelihood of this happening is perceived in advance to be very low. The
problem lies in the very large number of conceivable combinations of events, each of extremely
low probability

Once the drains were known to be leaking, someone needed to make the connection from drains
to contaminated soil and recognise the likelihdat soil would leave the site by some

mechanism, given that the possible survival time of the virus in soil is several months (GAO
2002). Unless a risk assessment exercise was carried out when drains were known to be a
problem, it seems unlikely that theopessbased tools would help.

5.6. Summary of process-based techniques and their
applications

All three techniques start with a process flow diagram and consider each step of the process but
ask different questions. The difference can be illustrated bgnietuto the example of washing a
carcass in an abattoir.

FMEA asks how that step (or component) might fail. Therefore it would identify the function of
the washing equipment as producing a flow of water at a controlled temperature, and would ask
what falure modes exist in each component of the washing equipment so that this is not
achieved. For example, if a thermostat is one of the components, it would identify the different
modes a thermostat might fail, causing high or low temperature or blockinglflaywerson uses

the machine to wash the carcasses, the person would also be considered as a component and
guestions would be asked on what they could do wrong. (FMEA in human error analysis is
discussed more fully in Section 6).

HAZOP would identify bat the purpose of the step was to produce a carcass cleaned from
specified contaminants, and would then describe the conditions of water flow needed to achieve
this. Guide words would then be applied to the conditions to identify what deviations cauld occ
and how. For example, HAZOP would identify that the water could have too much flow or too
little flow and then ask what failure or combination of failures could cause this, and what would
be the effect.

HAZOP looks at failure to achieve defined out@snand FMEA looks at failure modes. The
same questions are asked about how the failure might occur, its effect and detection, but the
difference in thought processes can lead to different failures being identified. When applied to
procedures, the two wap$ thinking come closer together because both start with the functions
of a procedure step. HAZOP differs from FMEA in applying key words to assist in identifying
the failures that can occur. FMEA and HAZOP often identify the same problems, but HAZOP
may dso identify problems that arise from multiple failures occurring simultaneously or from
failures at interfaces that FMEA might miss.

In the same example of carcass washing, HACCP would identify what hazards could enter the
meat production system on tharcass and would identify that washing the carcass is a control

point for removing the pathogen. The CCP decision tree would be applied to see if washing was a
CCP, or whether the hazard could be removed elsewhere. If it was a CCP, water temperature and
flow would be defined and monitored to ensure they remain within the specified limits for

effective removal of the hazard. HACCP would not seek why the flow or temperature might fail
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but would make sure that it was detected immediately if there was a deiationd defined

limits. There is no specific structure within HACCP to aid the identification of hazards. HAZOP
and FMEA and HACCP could be applied to any processing application within the food chain in a
similar way to the abattoir example above.

In reviewing procedures for infection control, a combination of techniques could be considered.
The review of hazards and input and output pathways from a HACCP approach can be used to
identify (or confirm) where controls are needed. FMEA can be used tafydemiv controls

might fail. The guide words from HAZOP can be useful in thinking through ways controls might
fail. This can form the basis of inspection and audit. The techniques can identify what controls
might fail and how, but do not identify why coolg that are believed to be in place fail. Causal
analysis techniques, including Human Reliability Analysis and organisational analysis methods,
are needed. FMEA could also find application in identifying ways procedures in other areas of
biosecurity mighfail; for example, in laboratory testing or animal tracing. The results could be
used to improve procedures.
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6. Causal analysis techniques

Causal analysis techniques are applied typically after a failure of any kind causes harm, as a tool
of investigationand as a logical way to explore potential causes of failures identified through
techniques such as FMEA and HAZOP. Causal analysis provides a detailed consideration of why
failures occur that focuses on underlying problems.

6.1. Root cause analysis

Root causanalysis techniques seek to explore the underlying causes of failure. The methods are
often displayed in a tree structure that breaks down underlying causes in increasing detail. Figure
6 shows a generalised diagram for root cause analysis for a tedbaliydgased environmental

risk, and demonstrates how underlying problems are identified.

Problem Symptom
Leak from paint factory Yellow discharge
[ In creek

First level cause
Pump leaked

1

Second level causg
Seal failed

t

Third level cause
Pump not maintained

1

Fourth level cause
No preventative maintenance

T

Root Causes

No preventative Workshop fully
maintenance  occupied fixing

policy faults
Old equipment Financial
LaCOI; ?T: {l:r?gw(lafgge Low staff levels in constraints in
g workshop company

Figure 6. Root cause analysis for environmental spill.

The analysis starts by stating the probl em;
what is dserved to indicate the problem has occurred. It is often something that can be monitored
to make sure the problem has been removed. There are then a series of levels of analysis that

us

answer the questions 6whyd andredundanforthers t hat 6
answers selfvi dent . The definition of what is a O6root

to system constraints that apply generically across different incidents. Causes at any level may be
addressed, and the important pdntamt cause analysis is to identify all the main contributory
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factors. In the example shown, a recommendation to introduce a preventive maintenance program
will not be able to be implemented if the financial constraints are not recognised.

A similar diagam can be drawn for causation of an increase in Lyme disease in the US
(information fromPatzet al 2009, as shown in Figure 7. The most important aspect of root

cause analysis is not to jump to conclusions about cause, but to explore all poterggl caus
logically, using an understanding of human and systems factors. When applied retrospectively to
analyse an incident, all identified contributory factors should be based on evidence and not
perception. Fault tree analysis and Ishikawa diagrams discosked may be viewed as special
cases of root cause analysis.

Data from health > | Cases oflyme disease ‘
department

r

| Increased numbers of infected ticks|

Increased prevalence of
white footed mice
compared to other rodents

!

| Decreased numbers of predators|

f

| Habitat fragmentation ‘

T

| Subdivision and c_hanged land use |

Root causes

People’s desire for rural environment,

Political pressure to allow land use change and
subdivision

Figure 7. Root cause analysis for increase in Lyme disease in the US (Adapted from Rtz
al. 2004).
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6.2. Fault tree analysis

The analysis outlined in Figures 6 and 7 is linear, with eatdnpial contributing factor

identified separately and explored to its root cause. A broader picture can be obtained using a
fault tree that allows analysis of failures where two problems may need to occur simultaneously.
For example, for a disease to ogapathogen must be present, there must be a means of
transmission, and a susceptible population (Figure 8). Each of these required components can
then be explored for cause.

pathogen ‘ Means of spread ‘ Susceptible population

Figure 8. First line of a fault tree showing an AND gate.

Fault trees wee initially developed by Bell Laboratories in 1962 to analyse the reliability of the
Minuteman missile system. The method was further developed by Boeing to analyse aircraft
reliability (Ericson 1999). In this application, data on failure rates of conmgeié these

complex systems were used to calculate the failure rate of the system as a whole and to check that
the probability of overall failure was acceptable. Following the disasters at Flixborough in the

UK! and Seveso in Itafyin the 1970s, the cheéoal and processing industries needed a method to
reassure the public and regulators that the likelihood of a major chemical disaster was very low,
and also to demonstrate that experts understood the causes of risks. The applicability of fault tree
analyss was tested for the proposal to build a refinery at Canvey Island at the mouth of the
Thames River. The method proved effective, and subsequently became an important tool used in
planning major hazards facilities.

The fault tree notation is now widelged in risk management both as a qualitative method of
analysing the causes or potential causes of major loss events, and as a quantitative tool calculating
the probability of major failures and the probabilities of the different paths that might lead to i

To draw a fault tree the following steps are taken:

determine undesirable event that is to be the head event (also called the top event);

determine all faults and direct causes or necessary conditions thainromédiatelycause

the head event. It isnportant here not to skip to s@auses;

3. determine the relationship between the first level of causal events and the head event in
terms of AND and OR gates (i.e. if all causal events must happen before the head event
eventuates an AND gate is used anahy one of them alone leads to the head event an
OR gate is used), and

4. determine whether any of the causal events need further analysis. If so, repeat Steps 2 and

3.

1.
2.

! http://ww.hse.gov.uk/comah/sragtech/caseflixboroug74.htm
2 http://www.unu.edu/unupress/unupbooks/uu21le/uu21le09.htm
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In a true fault tree, each fault at the base of an OR gate is sufficient on its causéctiee fault
above. Should any of the faults occur then the fault above will always follow. Similarly, if all
faults at the AND gate occur, they are both sufficient and necessary to cause the fault above.
Under these and only these circumstances, asgumgnprobabilities or frequencies of the base
events are known, then the probability of the top event can be calculated.

A fault tree is drawn so that each fault is a cause either individually or in combination with the
fault displayed above. The boxesa fault tree do not represent classifications of failures. Groups

of failure types, such as electrical and mechanical failure, or human and equipment failure, should
not be separated into different parts of the tree because this loses important.linkages

A fault tree may be used with a positive top event, with the boxes representing the necessary
conditions to achieve the desired top event. A success tree can also be used to identify risks by
reviewing how the necessary conditions may not be achieved

6.2.1.Applications of fault tree analysis

A fault tree can be used proactively to explore the range of possible causes of potential top
events, or retrospectively after failure to help define questions for investigation of an incident or

to display a causal anals (Ericson 2000). Hayes (2002b) demonstrated the use of a fault tree to
explore the established introduction of an unwanted species from ballast water (Figure 9). The top
event is introduction of a neindigenous pest into a port where it can survirghis application,

the fault tree is used to display the necessary conditions for an organism to establish. The
diagrammatic format can make it easier to demonstrate that failure pathways have been
adequately considered. The tree continues through séwehedr layers exploring how a viable

pest can be entrained into the ballast tank (Box 11 in Figure 9).

To calculate the probability of the head event,
failures for which the pass/fail probability candstimated. In many environmental applications,

the failure conditions represent a continuum rather than a specific pass/fail. For example, in the

ballast water fault tree, environmental conditions may be marginal but particularly large numbers

of pests nght be released. The primary use of fault tree analysis in this situation is as a

brainstorming or communication tool that demonstrates due diligence in analysis and becomes the

basis for checking that controls cover the different pathways adequately.

Caryet al.(2005) used a fault tree to explore reasons for the failure of river gums to regenerate.
The fault tree shown in Figure 10 was the outcome of a workshop in which facilitators started
with a simple fault tree that was then expanded by workshaigipants.
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Figure 9. Part of a fault tree for introduction of a pest through ballast water (Hayes 2002b).

Careyet al.(2005) reported that fault tree analysis proved to be a useful tool for eliciting
information in a workshop and resulted in idegttion of a significant number of additional
elements. They fandthat the fault tree provided a useful record of the reasoning behind
decisions to act on some issues and not on others, and was also useful in communication with

stakeholders.

This fault tee could not be quantified, both because failures are not pass/fail events and because
the events at an OR gate are not necessarily a complete set (for example, there may be other
causes of flow blockage than those mentioned). Where a fault tree campeinbiéied, its value

as a brainstorming and display technique for causal analysis may still be substantial.
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Figure 10. Fault tree analysis of failure of black box and river redgum to regenerate.

6.2.2.Strengths and limitations of fault tree analysis

Faulttree analysis provides a good display technique for describing complex failure scenarios,
particularly where combinations of events must occur together. They can provide a useful
communication aid in a workshop scenario when a group of people is exatisgs of a
particular unwanted event.

The strict logic used in a true fault tree allows a fault tree to be analysed to calculate the
probability of the top event, provided there is data for the probability of failure of the base events.
It is also posdile to identify cut sets. These are the separate combinations of events that can on
their own result in failure. The ability to quantify allows the relative effectiveness of controls that
change probabilities of base events to be analysed.

A fault tree nodels binary events: true or false, pass or fail (in the example illustrated in Figure
10, the creek is blocked or not). The fault tree cannot deal easily with situations that involve a
combination of partial failures or a general degradation in quali#ysd cannot deal with

situations in which there are feedback loops or complex interactions. Equipment components
normally have a relatively small number of failure modes that can be definitively identified.
When used more broadly for analysis of potémtieidents, the tree is more opended, and it

can be difficult to ensure that all possible failure modes are included. For example, in a fault tree
representing a fire, it would be difficult to ensure all possible ignition sources were included.
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Faulttrees do not deal well with root causes that involve human or organisational failures. Human
fault modes (acts and omissions) arise in two ways. A person may be an intrinsic part of the
system because of the actions he or she performs. For examplerarpaysfail to perform a
procedure. This failure may be included directly in the tree as an error mode (what is observed to
be done wrong). Error may also be involved indirectly as a root cause of some other failure. For
example, a contributory cause tanachine failure may be insufficient maintenance. The fault

tree formulation does not deal with this type of human performance failure well. Although the

fault tree formulation could, in theory, be used to explore root causes of human error modes, there
areusually multiple interconnected reasons why people fail, and forcing these into a simple fault
tree logic leads to ovesimplification.

6.3. Cause and effect diagrams

Cause and effect diagrams are structured and visual brainstorming tools designed teamslp a
identify all the possible causes and risk factors of a particular problem. One common format is
the Ishikawa or fishbone diagram, originally developed in Japan as a total quality management
tool (Ishikawa 1982). It is a means of achieving stakehangbert in identifying problems, and
provides a structure to consider a range of potential problems that does not require the strict
causal logic necessary for a fault tree. In an Ishikawa diagram, A may contribute to B, rather than
A being an immediate caa of B. An Ishikawa analysis carried out proactively would encourage
people to offer opinions about the adequacy of products, people, procedures, etc. (depending on
the structure of the backbone categories), and would provide an opportunity for pepqlieess
concerns in an environment where this is acceptable and encouraged.

To construct a fishbone diagram, the problem to be solved is drawn as the fish head and a

backbone is then drawn. The main bones of the fish represent the main categories ichder wh

probl ems might fall. Typically, these might be ¢
or sometimes O6peopled O6productsd, béprocessesbd, ¢
each category to identify potential causes andcswises iad factors that affect the risk. Figure

11 shows a generic diagram for a fishbone analysis.

Cause Policies

Category 5
Cause E Cause

Cause Products

Category 6

Cause g

subcause -_.""’; : /

paa]

THE PROBLEM

I~

Figure 11. Ishikawa fishbone diagram.
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To some extent, a cause and effect diagram is similar to a fault tree and could be drawn to look
like a fault tree, but theris a fundamental difference in the logic of the two methods. Cause and
effect analysis is a structured brainstorming exercise where different categories of problem are
considered as separate thinking prompts. In a fault tree, the analysis must sthiglfrtawael

failures and work down to causes and-sabises. To be displayed in a fault tree, a fault or failure
must be a direct cause of the event in the box above, whereas the cause and effect diagrams such
as the Ishikawa diagram can display generatrdautory causes and risk factors under each cause
category. A cause and effect diagram divides potential problems into categories at the start of a
diagram. This is poor practice in a fault tree because interactions between categories are lost.

An Ishikawa diagram is a qualitative tool. When the diagram is completed with all potential
causes and risk factors listed, the team may further brainstorm to decide which causes are the
most likely to occur and which need most immediate treatment.

The Ishikawaliagram can also be drawn with the desired outcome as the head event and
brainstorming undertaken to identify the things needed to achieve the desired outcome.

6.3.1.Strengths and limitation of Ishikawa analysis

Ishikawa analysis is a brainstorming tool thatourages participation and allows imaginative
consideration of potential causes of a specified problem. It provides a forum where people can
discuss the problems that they perceive in a system. Unlike the fault tree, it is able to deal with
partial failres and quality issues. The diagram is easy to interpret. The lack of structure offers the
advantage of encouraging discussion and imagination, but also the disadvantage that discussions
can be opemnded without the clear logic required to ensure altatitssues are included.

6.4. Applications of causal analysis techniques

Root cause analysis of various types is widely used for incident investigation in OHS and for
major hazards accidents (e.g. Sklet 2004). The healthcare accreditation system in therels re

that a root cause analysis is carried out whenever there is an unanticipated fatality, and Ishikawa
diagrams are widely used (see, for example, Carrico and Ramirez 2007). In healthcare, the
analysis is carried out after loss rather than as a pveadentification tool following

identification of a potential failure mode. Analysis of many failures does, however, result in an
understanding of the common system failures in hospital systems. Root cause analysis has also
been adopted by the Nationaliéat Safety Agency in the UK (National Patient Safety Agency
2005) and by the states and territories in Australia.

ledemaet al.(2006) observed a root cause analysis exercise being carried out in a Sydney
hospital. They found that the team discussesside motivations for the acts and omissions that
were retrospectivelgeen to be incorrect, but they had difficulty deriving generalisations and
identifying systems problems from these. It was also found that in the hospital setting, it was
difficult to derive rules and procedures for preventing the errors that were not going to get in the
way of what clinicians were trying to do. In other words, formal rules could not account for every
contingency in a clinical setting, and an attempt to introduce fautesd to solve all problems

was found to be counterproductive.
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The examples of root cause analysis published in the literature usually stop at the procedural level
o,6at the first point in a chain ofracice,ernt s t hat
procedure at the policy/ man a RzepeickitandJobhnsgmer vi sor vy,
2005). Thus in practice, root cause analysis in healthcare does not identify problems with

organisational culture or the drivers of poor practice, sscstaff shortages or gaps in

accountability, but only procedural errors and possible motivations.

Dhillon (2003; also cited ihyonset al.2004 proposes that fault tree analysis could be used for
root cause analysis in healthcare, and that the tidd be quantified. The example he provides,
however, does not support this view and illustrates some of the problems of transferring
probabilistic fault trees to applications that are dominated by human error. The tree showing how
the calculation would bdone is presented in Figure 12. In this tree, rather than adding the
probabilities of failure at the OR gates, they have taken the product of the probability of success.
This is mathematically correct but has led to rounding errors that are confusing.

Patient given wrong
medication or incorrect
amount p = 0.1932

‘ T I

NPur_sgl% gg;or Doctor error
(P= : ) (P =0.1427)

Incorrect
interpretation
of doctors
instructions

Figure 12. Fault tree taken fromLyons et al. (2004).

Poor
surroundings
p =0.06

Poor work
environment
p =0.01

Haste
p=0.03

Misdiagnosis
p =0.04

The tree has a number of flaws.

The fault tree should display the error mode (e.g. nurse gives too many pills) so that
mechanisms and causes can be properly considered and attributed.

The example islearly a subset. Unless all modes and mechanisms are included,
guantification will not be valid.

A poor work environment is a potential cause of incorrect interpretation or misdiagnosis
rather than an independent cause of nursing or doctor error.

A poorwork environment or time pressures do not necessarily cause error but have the
potential to be contributing factors; i.e. these faults will not on their own always cause error
so the mathematical logic of the OR gate cannot be applied.
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The fault tree methis not suitable for representing continuous variables (such as haste or
poor surroundings), only binary ones (interpretation correct or incorrect).

The probability of misdiagnosis (or any other mode of doctor error not included in the tree) will
dependbn a range of factors associated with the task: the environment, any equipmeahdsed
the person themselves. These so called perforrreragging factors and how they can be
included in fault tree analysis are discussed in the Section Human Reliability Analysis.

That it is not uncommon to see incorrect quantification when fault trees are applied outside the
reliability context does not lessen their value as qualitative aids to identification aatl caus
analysis. The fact that specific error modes are identified and only causes farticalar error
mode recorded at the next level helps avoid simplistic solutions to the causes of error.

An Ishikawa diagram might be more successful than faulaimeéysis. Failure in quarantine is an
obvious choice for the head of the fish, and it seems likely that if appropriate stakeholders had
undertaken a detailed Ishikawa analysis in a favourable management climate, the problems with
staffing and procedures gl have been identified, which may have reduced the probability of

the event if behaviours had changed or resources had been redirected. Ishikawa analysis will
identify causes of breaches of procedures and human failings, provided that the correctgorocedu
is known to at least some of the stakeholders undertaking the analysis, and that people are
prepared to admit to error. It cannot identify causes not perceived to be a problem by
stakeholders. For example, if people feel that they are coping adequisitetlyeir workload and

doing everything necessary, staff shortages will not be identified as a problem. Supportive
management is essential to the success of the Ishikawa method because people tend not to
identify things that they believe will not be chadg or where they believe there will be negative
consequences of admitting to error.

6.4.1.Application to FMD case study

The Pirbright incident had several faults that had to occur together, making it amenable to
description via a fault tree (see Figure 13).

Escape of virus

4L ‘
Maane nf avit

Figure 13. Fault tree for escape of virus.

There are many possible routes of loss of containment other than the drains, and many possible
routes of exit from the site other than construction vehicles. Any list of mechahisimay lead
to loss of conhinment or means @xit would not be exhaustive or exclusivesride
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guantification is not possible. The fault tree formulation can be continued further as a qualitative
investigative tool as shown in Figure 14

An AND gate is shown joining old drainsearby trees, and failure to fix drains. Trees do not
necessarily cause a leakage in old drains, so use of the AND gate is not strictly accurate;
however, where the fault tree is used for investigative purposes and as a display technique for
possible contbutory causes, this may not be important.

At the next level in the tree, causes for the failure to get the drains fixed can only be speculative.
For example, was the decision maker for the site owner not aware of the importance of
maintaining Level 4 amtainment, or were they not aware that the drains concerned were part of
the containment system? By linking causes directly to observed failures, the analyst is limited to
consider only why that particular error occurred rather than moving from idembificztan error
direct to generic causes (such as lack of training) that might or might not be relevant to the
specific incident. For example, if the decision maker was not aware of the role of those particular
drains in the biosecurity of the site, théusion lies in communication from the site to the

contract manager rather than training.

‘ Loss of containment of liquid waste with live virus

a

|
No alternative liquid
waste systems

Leaking drains

|
Old drains Nearby trees Failure to fix

with root drains
system
| | \ |
Contractual ) Bi i
Funding? Culture? iosecurity awareness of
problems ‘ = ‘ ‘ ‘ decision maker ?

Figure 14. Continuation of fault tree for Figure 13.

The site owner was also a part of the Government department responsible for policing the
containment. The lty responsible for policing the containment was also one of the parties in the
dispute about responsibility for drainage repairs. Such conflicts of interest would be difficult to
display in the tree.

68



Insert Project Title

6.5. Summary of causal analysis techniques

As an investigaon tool, the fault tree diagram suggests particular questions that focus on root
causes rather than superficial ones. Not all these questions were asked (or at least reported) in the
investigations explored here. As a proactive identification tool émreeric situation, such as

escape of a virus from a laboratory or quarantine station, the size of a fault tree can become
burdensome. Its strength lies in investigation or in fault findirgtuations with relatively few

binary failure modes.

The Ishikava diagram is more opesnded than the fault tree, and seeks perceptions as well as
evidencebased causes. For example, instead of asking why a particular person did not make a
decision about drains, it will ask what are the problems associated with peatpksd (or in

proactive mode, might lead) to the head problem. Since this method takes a holistic view, it tends
to identify problems at a generic level and often to reinforce preconceptions of causes of
problems rather than looking at evidence.

Theordically, root cause analysis techniques could identify the problems that occurred in either
case study above. They are used proactively in the chemical and processing industries for major
hazards facilities to identify potential causes of failures, bsethee largely equipmebtsed.

There is insufficient evidence of the successful use of the techniques in a proactive way for
problems involving human and organisational failures to be able to indicate how well they would
work in these circumstances.

Theroot causes identified in most causal analyses of large failures relate to human or systems

issues. These are usually the focus of investigations and inquiries, but are seldom adequately

considered proactively in risk analyses. One difficulty in corredéwntifying human and

systemsbased risks in advance of loss is the very large number of potential systems and human

failures, any of which might occur at line and management levels, and the multiple and

interacting possible causes for these failures. fBmds to lead to grouping of human failure

mechani sms under headings such as 6training and
practical help for focused prevention. An understanding of human and organisational failures is

needed to extend the razause analysis into these areas, and to identify appropriate actions to

minimise errors by people at all levels. This is the focus of the following section.
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7. Human and organisational factors methods

6Human factors anal ysisdrém belaviogral sciencethat dinmstoc| ass of
describe, predict, and manage human behaviour to achieve operational goals. Human factors
methods are used in engineering to help design systems, procedures, and equipment to work
efficiently and to minimise errornlsome applications, particularly the nuclear industry, the
probability of human error has been quantified and incorporated into fault trees or other safety
analysis methods. In some European countries, acceptable risk to human life is defined
guantitativdy, and industry is required to demonstrate that it achieves relevant safety thresholds
or criteria. Human factors methods are used proactively to demonstrate that risks are acceptable,
and retrospectively as part of analysing root causes of failurevimgdiuman behaviour.

Human factors analysis generally makes the assumption that in acting (or omitting to act) in a
way that turns out to have an incorrect outcome, people are not acting maliciously.

71. James Reasond6s Swiss cheese model

A model frequentlyused in investigation of failures in complex technological systems is

commonly known as the Swiss cheese model (Reason 1980). This model suggests that there are a
number of protective layers between a hazard and a loss. Reason proposed that each of these
barriers have potential failures, characterised
that change with time. If by chance the holes align, then the hazapdazaeed to cause loss

(Figure 19.

Organisational objectives
policies, KPIs,

Local triggers and intrinsic defects
atypical Conditions

.

Source
of Harm

RN

S
% /ﬂﬁ N 5
Latent failures
at Management levels L O
g Sy
Psychological precursors ———7'-"“
(Reasons for acts) Unsafe Acts
1 LOSS
Adapted From Reason Human Error Defence in depth
Cambridge Press 1990
Figure 15. Reasonbdés Swiss cheese model

Investigation following a failure looks specifically at each layer and how it contributed to the
failure. The layers considered are:
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e physical barriers;
e procedural barriers;
e peopledbs acts and omi ssions, and the motivatio
e |ocal management acmissions, procedures, and activities that encourage or fail to prevent
errors, and

e organisational and cultural issues.

The model can be used to help identify potential for human error, motivations for error, and how
controls might fail. It encouragesrgideration of failures at all management levels, as well as
failures of equipment, people and procedures at the front line.

To help analyse peoplebdbs acts and omissions and
human error into different types. Theslassifications help explain the underlying causes of

human error and hence allow one to recognise situations with high potential for error and define

more effective control measures.

Reason first separated human error into two categories, dependirigetirer what the person set

out to do was what should have been done, or not. Actions where the intention was not correct
may be mistakes or violations. The second group of errors is where the intention was correct but
the action wrong. These can be deddnto slips and lapses.

Mistakes occur when wetmotivated people choose to act in a way that that leads to a failure or
loss; for example, as a result of lack of knowledge or by following a poor procedure correctly.

Violations occur when people intéionally break rules. Usually this is a result of conflicting
motivations such as a desire to save time and effort, or to help others, or to invent new ways of
doing things. Most people violate some rules sometimes and seldom do so maliciously. Usually
they are broken for what is perceived to be good reason. These motivations need to be identified
if violations are to be minimised.

Slipsare where a welknown and understood activity is performed incorrectly. Slips usually
relate to the sort of activityhat is performed automatically without conscious mental thought
(e.g. making a typing error).

Lapsesare errors that occur perhaps as a result of distraction when performing less automatic,
skill-based tasks, such as mistakes in putting things in alptelb@der.

An important lesson from this classification is that training is an appropriate control for only a
minority of errors. It is clearly not useful to train people when they already intended to do the
correct thing, and it is probably not usefulliere are conflicting motivations where the

individual knows they are doing something incorrect but other factors override the decision on
what to do. For example, if procedures are not followed because of lack of time to do the job
properly, taking timeut for training could be counterproductive.

In seeking causes of errors, one needs to seekmoducing conditions (such as distractions)

andviolatonpr oduci ng conditions (such as shortage of
starts wartrhoréosa;cttiveesde of staff who are perfor min
errorsd are the decisions of designers, procedur
translate into erreprovoking conditions (such as staff shortages, fatimaglequate equipment,

etc.), or lead to holes in the barriers (eorking alarms, poorly designed procedures, etc.).
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Reason provides a basic model and assistance in defining error types, but does not give much
guidance for people who are not human fexcexperts in thinking through causes of errors, at
staff and manager level, or of organisational and system problems. This can be provided by
SHAZOP and Human Reliability Analysis techniques, described below.

7.2. SCHAZOP

Kennedy and Kirwan (1998) developedadification of HAZOP to identify failures in
management systems and underlying cultural problems in organisations. Their intended
application is to the management of hazardous facilities, but it is applicable more broadly. The
process is called SCHAZOB4&fety Culture HAZOP). The SCHAZOP aims to identify:

areas where the management process is “vulnerable' to failures;
potential consequences of the management failure;

the potential (safety culture) failure mechanisms, and
management failure and the fagtdhat influence their likelihood.

The steps are as follows.

e The management system is separated into components and an activity hierarchy list is
defined.

e The function or intent of each activity and the conditions required in order to achieve it are
defined.

e A set of guide words for deviations is applied to the required functions and conditions.

Table 6 shows guide words and properties proposed by Kennedy and Kirwan for study of a safety
management system and culture. The method identifies the ob&itusgs in management

steps. They claim that consideration of mechanisms and causes of failure lead to identification of
problems of culture.

Table 6. SCHAZOP guide words and properties.

Guide words Property words

Missing Person Detail

Skipped Skill Protection
Mis-timed Knowledge Decision

More Action Control

Less Procedure Communication
Wrong Information

As well as Resources

Other

7.3. Human Reliability Analysis (HRA)

There were a large number of human error identificatimhamalysis methods developed in the
1980s and 1990s (Kirwan 1994). They were mostly developed to try to include human error into
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the fault trees, many required as part of official safety procedures prior to building and operating
major hazards facilitieSome methods aim to identify potential for error and minimise it; others
to quantify the probability of error for inclusion in fault trees or other risk assessment tools. HRA
techniques recognise that humans cannot achieve continuous perfect perfoomarroefree
decisions and actions. The aim of the techniques is to understand factors that affect human
performance so systems can be designed to improve performance and reduce errors.

Some common HRA methods are HEART (Human Error Assessment andiBedwchnique),
SHERPA (Systematic Human Error Reduction and Prediction Approach), THERP (Technique for
Human Error Rate Prediction), TRACEr (Technique for the Retrospective and Predictive
Analysis of Cognitive Errors), and CREAM (Cognitive ReliabilitydaError Analysis Method).

A brief description and review of methods is giverstantoret al. (2009. A variety of

techniques is used to estimate the probability of errors within these techniques, including expert
opinion and error rate databases.

Most of the HRA techniques provide a taxonomy for considering error. These provide a set of
checklists that can be used to predict the potential for error, or assist in exploring error in a root
cause analysis. Kirwan (1998a; 1998b) reviewed 38 HRA methodmgxas the time and
constructed a framework from which people could select the relevant tools for error prediction
and analysis. His work predated some of theal®d second generation techniques that took into
account cognitive processes of decisidmag,the framework he described is incorporated in most
of those techniques.

Analysis of error usually starts by an analysis of the task to be performed. At its simplest, this is
just a description of the steps that have to be performed with a hierasthicture whersteps
of the task have sufteps. More complex task analyses consider in addition

the goals of the task;

the plan for the task;

constraints (people and time equipment );

any adverse conditions;

the cognitive demands of the task;

availablity of procedures, and

training and capability of people who perform the task.

Goals analysis involves checking that there are nomgteled errors inherent in the task. These
can be classified as:

no goal;

wrong goal;

outside procedures;
goal conflid;

goal delayed,;

too many goals, and

goal inadequate.
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Errors may also stem from poor planning. Plalated errors can be classified as:
no plan;
wrong plan;
incomplete plan;
plan communication failure;
plan coordination failure;
plan initiation failure;
plan execution failure;
plan sequence error;
inadequate plan, and
plan termination.

Assuming goals are clear and wadfined, and a plan to execute the goals is in place and
communicated, the next phase of analysis is to consider human performancepaeritial for
error. Analysis of error starts by identifying the error mode. The error mode is the fault that is
observed (this is the statement that would appear when human éncarorated into a fault
tree or FMEA). Error modes are classified ble 7.

Some error analysis methods incorporate taxonomy for error mechanisms. The error mode is what
is observed; the error mechanism is how it occurs. There are several different published tables of
error mechanism. These were reviewed by Tajdams(1994) who developed a taxonomy

reducing some 58 error mechanisms to the list shown in Table 8.

Shorrock (2002) developed a system for analysing error in air traffic control. These are errors in
decision making and are classified using a cognitive mddi#asions. He called the error
modes of Table 7 O6external error modesdéd (EEMs),
modes and psychological error mechanisms. The internal error mode classification of Shorrock
(2002) is illustrated in Figure 18he psychological error mechanisms associated with the

different cognitive domains are shown in Table 9. This mapping onto cognitive domains extends
the analysis from operators to decision makers, illustrating the types of problems decision makers
may experience and provides a more theoretical basis to the analysis.
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Table 7. Taxonomy for error modes (Kirwan 1998Db).

Omissions
Omit task
Omit task step
Timing
Action too late
Action too early
Accidental timing with anotér event
Action too short
Action too long
Sequence
Wrong sequence
Action repeated
Latent error prevents execution
Quality
Too much
Too little
Wrong direction
Misalignment
Other quality or precision error
Selection Error
Right acton, wrong object
Wrong action, right object
Wrong action, wrong object
Substitution error
Information transmission error
Information not communicated
Wrong information communicated
Information unclear
Rule violation
Other
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Table8. Taxonomy of error mechanisms (Tayldams 1994).

1. Action prevented
2. Attention failure
2.1 intrusions
3. Cognitive overload
(a) identification prevented
(b) freeze
(c) hyperactivity
4. Concurrent plans
4.1 indecision
Conscious versus subconscious
Encystment (wthdrawal from perceived hostile environment)
7. Erratic response
7.1 motor variability
7.1.1 unintentional activation
8 Incorrect incomplete mental model
9 Memory failure
9.1 mistake among alternatives
9.2 place losing error
9.3 mental blocks
9.4 failure to consider special circumstances
10 Misdiagnosis
10.1signal discrimination failure
10.2misinterpretation
10.2.1 miscuing
10.2.2 wrong procedure/rule followed
11 Perception prevented
11.1out of sight bias
12 Procedure unfamiliarity
13 Risk recognition failure
13.1underestimate demand
13.2risk tolerance
13.3overconfidence
13.3.1 oversimplificaton
13.4risk taking
14 Rule contravention
15 Shared schema properties
16 Short cut invoked signal/information unreliable / absent
16.1ack of or incorrect information
16.2ack of feedback on correctness of action
16.3need for information not prompted (including lack of feedback)
17 Stereotype takeover
17.lassumptions
17.2substitution
17.3mind set
18 Thematic vagabonding
18.1lintegration failure
18.2availability bias
18.3opographical or spatial misorientation

o o
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Table 9. Examples of the effect of source Psychological Error Mechanisms tifferent cognitive

domains (Shorrock 2002).

Exampl e O6soul

Example cognitive domain

Example PEMs

Complexity, understanding

Memory

Judgment, planning and decision
making

Insufficient learning
Integration failure

Expectation, assumption

Percepion and vigilance

Judgment, planning and decision
making

Expectation bias
False assumption

Association, confusion,
interference, habit

Perception and vigilance
Memory
Action execution

Perceptual confusion

Negative transfer, similarity

interference
Haht intrusion

Tunnelling, fixation

Perception and vigilance
Memory

Judgment, planning and decision
making

Perceptual tunnelling
Memory block
Cognitive fixation

Overload, underload

Perception and vigilance
Memory

Judgment, planning and decision
making

Vigilance failure
Memory capacity overload
Decision freeze

Internal distraction,
preoccupation

Perception and vigilance
Memory
Action execution

Distraction/preoccupation
Distraction/preoccupation
Environmental intrusion
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Cognitive Domain . Cognitive Function " Relevant Keywords  Ex ample TEM
Vision . ) i
/ Detection None, late, mcorrect  Late detection
Perception \ Identification None, late, incorrect  Misidentification
- Recognition/ .
“h : ) None, late, mcorrect  Hearback error
Hearing Comparison ’ ’

Recall perceptual information None, mcorrect Forget temporary

information
Previous actions None, incorrect Foijger previons
actions
Memory Immediate/current action None, incorrect meger to perform
action
Prospective memory None, incorrect Prospe ctive
memory failure
Stored information N. . Misrecall stored
. one, mcorrect . .
(procedural and declarative information
knowledge)
Judgement, Judgement Incorrect Misprojection
p . None, too little -
Planning and Planning i ’ : Underplan
g = = incorrect =P
Decision Making Decision Making None, late, incorrect  Incorrect decision
Timing Early, late, long, Action too early
short
o Too much, too little,  Positioning error:
Action ___ Positioning incorrect, wrong overshoot
Execution ~ direction
S Selection Incorrect Typing error
Unclear
C o None, unclear, . .
ommunication . information
incorrect )
transmutted
Figure 16. Internal Error Mode classification (Shorrock 2002).
When an error mode and mechanism have been ident

their probability of error depends on performance shaping factors (PSFs), also called error
producing conditions (EPCs) or er@rhancing mechanisms. These are not causes of error but
factors within the task, the environment, equipment, and the person that make errors more likely.

PSFs can be classed as internal and external ; tr
person and Oexternaldé characteristics of the tas
environment. Internal PSFs include both those inherent to the person, such as height and gender,

and those that can be changed éample by training). Figerl7shows a structure to help

identify PSFs taken from Draft IEC standard Human Aspects of Design.
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’ Human Performance ‘

I A‘ 1
’ External Performance Shaping Factors ‘ ’ Internal Performance Shaping Factors ‘
1 I A 1
’Organisational Prerequisites l l Technical Prerequisites | ’ Performance Capacity | ’ Willingness |
Organisational (| Organisational | | Task- Situational | Physiological ||Psychological ’ Physiological Psychological
Structure Dynamics Difficulty Factors Capaci Capacity Fitness Motivation
Hierarchies Working hours || Machinery- Work-layout Constitution Talent Circadian Intrinsic Moti-
Remuneration ||Work design Anthropometric | |Sex Education Rhythm vation (including|
Education -structure Task-content Environmetal Age Experience Sicknesses Interest, social
-resources Task-design Design Training Emotional Integration)
Instructions Technical- Stability Extrinsic Moti-
implementation Condition vation (including
career opportu-
Occupational Health and Safety nities, work-
i T e)
’ Quality Assurance |
1T 1T

Figure 17. Performance shaping factors.

Since PSFs are possible contributory factors that increase the probability ofetherthan

causes of error, they cannot be incorporated into a fault tree directly as faults. In quantitative
Human Reliability Analysis, they are incorporated by multiplying the estimated probability of an
error mode occurring by a factor to accounttfer negative influence of performance shaping
factors.

7.4. Organisational factors

Hollnagel (1993, 1999) suggests that the decomposition into error modes, mechanisms, and
performanceshaping factors is overly simplistic. He suggests that the probalfifiyiure of a
complex system is not readl to the individual (Figure 18ft), but to the system as a whole and
the level of control that people f&in making decisions (Figure i&ght).

Traditional Human
LR
Factors

Cognitive Systems
Enginsering

Error mods
[ marnifest ation,
phanotypal

Fossibls cousss sat

i s

Fafomanzs
A Shaping
Factors Cantat (Comman
Fearformance Conditions]

Figure 18. Two perspectives on failure causation (Hollna$d999).
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Figure 19. Common performance conditions (Hollnagal 1999).

According to Hollnagal (1999), error depends on the context that is formed by a set of interrelated
common perforrance conditions (CPCs, Figure)1Bach of these is assumed to haveimber

of states. For example, the adequacy of organisation may be deemed to be very efficient,
efficient, inefficient, or deficient.

In quantifying this model, Kim, Seong and Hollnagel (2006) use Bayesian belief networks to
define the interlinked compents of the context and each probability of being in a particular
state. This is the basis of a quantitative HRA technique, CREAM, that, together with work of
Weick and Rasmussen, has lead to the concept of resilience engineering.

Rasmussen (1997) suggettat models that seek to identify individual errors and their causes are

useful for the design of work support systems for individual actors and decision makers, but do

not adequately describe the risk management system for a complex system as adulubieiin

fails. He suggsts the model shown in Figure.Z®asmussen divides the total system into a

number of |l ayers of control. These include Reasc
out side the organi sat i onrnmeRtarsguatossamdasdeiatbrss i ¢ | ay e
(including unions), the company, management, staff, and the work itself. This list may be

modified for particular situations when there may be other layers where control is possible.

In the classical commarehdcontrd approach, each level is subject to laws, regulations,
standards, and procedures, issued from the top down and based on task analysis. Each level is
traditionally studied by its own academic discipline without detailed consideration of processes at
otherlevels. Rasmussen argues that this is not appropriate for a modern, complex, and dynamic
organisational system, where decisions made at higher levels need to be transmitted down the
hierarchy, and information and feedback should propagate up the hierarchy.
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Research
Discipline

Public
Opinion

Political Science,
Law Economics,
Sociology.

Economics,
Decision Theory,
Organisational
Sociology

Industrial
Engineering,
Management and
Organisation

L1 Government

L2 Regulators and r

Associations

L3 Company

L4 Management

—— —— -

) = $E——— E———

Environmental
Stressors

Changing political
climate and public
awareness

~f—

Changing market
conditions and
financial pressures
~e—
Changing
competency and
levels of education

Psychology , L5 Staff

Human Factors, Fast pace of
Engineering- technological
Mechanical, L6 Work change
Chemical and

Electrical

Figure 20. Hierarchical model of societechnical factors involved in risk managementRasmussen
1997).

Rasmussen points out that inquiries into failures frequently show that they are not caused by a
coincidence of independent failures, such asrileed pictorially in a fault tree, but bg, a

systematic migration of organizational behaviour towards accident under the influence of
pressure towardscogtf f ecti veness i n an aggr eUsiagawsariesand
of case studies, he m@nstrates that failures often arise as a result of an interaction between the
side effects of decisions made by several people in their normal work context. These decision
makers cannot see the complete picture and are subject to the various compesisivreep of

time and costutting. The decisions and priorities are correct in the immediate context, but have
side effects that increase risk. The general migration of performance towards the boundaries of
acceptable risk is such that one variationiraps onds behavi our, whi ch
causes the failure. Had this particular error or variation been eliminated, an incident would most
likely be caused by another trigger. The reasons for the degradation of the system are the internal
and extenal pressures, such as the practicalities of getting the work done within a budget and
time frame, and the fact that there is no negative feedback on poor-imcrisksing decisions.

C 0 mj

mi g h

Based on this model, an analysis technitpa¢can be used reactiyefollowing an incident or
proactively to identify a risk, can be definfed systems that depend on effective human
behaviour§Svedung and Rasmussen 2002). The technique asks us to:

define the &yers of contrgl
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identify the relevant people who make dgdeins about control within each layer (the
6controll erso);

for each controller, determine:
0 their goals and work objectives,
0 performance criteria and targets,
0 their capability, and
0 the information available.

These influence whether the controller is ablenake the appropriate risk control decisions. For
each controller, consider whether he or she is willing to make the appropriate risk control
decision. This involves examination of priorities and communication that provide awareness of
issues. Since mbdecisions made from day to day are spontaneous (Rasmussen 1997), it is also
important to question whether there is anything to prompt a controller of a wrong decision or
make a controller aware of outcomes.

Thus Rasmussen suggests that rather thansamgbye tasks performed by individuals, an

analysis of the requirements and constraints of the workspace is more useful. Although this is

i ncorporated i n Re aatonahsiice of Bwisd eheese, Reasbnpmvidesng a n i
guidancedor how orgamsational and cultural issues should be examined. The experience of root
cause analysis in the healthcare industry demonstrated that in real applications, people have
difficulty in going beyond procedural errors in their analysis without guidance (lede®éa. 2

Svedung and Rasmussen (2002) suggest that one role of an audit should be to analyse normal
work conditions in the different organisations that may contribute to a failure path to reveal the

potential for a connect enddel bas beenekiended loyéevesdnftoe c t s .

a model of accident causation, Systémworetic Accident Model and Process, or STAMP
(Leveson 2004,) and to a proactive hazard and risk identification process (Leveson and Dulac
2005).

Woods (2000) suggests that aamure of success for a resilient organisation is the ability to

6foresightdé changes that might herald a change

involves being aware of the way normal decigsmaking and change in complex systems can

leadtoprb | ems. Woods6 concept of oO6foresighto is
2001) that has grown out of sociological research into major safety failures, such as train crashes,
mine disasters, or explosions. These are often attributed in@aritoor gani sati onds

cul turebo. It is shown that rules, procedures,

sufficient to achieve a safe system. There needs to be also a set of common values and practices
(Hopkins 2005). High reliability orgasiat i ons O6or gani se themsel ves

notice the unexpected and halt its devel opmen

Weick and Sutcliff (2001) characterise a Omi

preoccupation with failure; mindful organisations understand thgtperiods of success
breed complacency;

reluctance to simplify or discard information: mindful organisations socialise their workforce
to notice and report, and employ more people for checking and dchix&ing;
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